o

' BD 163 988

AUTHOR
TITLE

e "
4
1
~

INSTITUTION
SPONS AGENCY

' PUB DATE
NOTE  °

AVAILABBE FROM.

—

EDRS PRICE
DESCRIPTORS

IDENTIFIERS

ABSTRACT

criminal Justice Telecomnunications Network are provided dn thls
."report on the application in the state of Texas of technlques

3

DOCUMENT RESUME - ' ‘
" IR 006 674 . .

Fleldlng, F.; 2And others :

State Cr1m1na1 Justice Telecommunlcatlons "(STACOM) .
Final Report. yolume IIi-‘Requlrements Analysis and
Desidn of Tezés Criminal’ Justzce Telecommunlcatlons.
Network. 7 7% )

Jet Propulsion Lab., Pasadena, Calif, .

- Law Enforcement Assistance Admlnlstratlon (Dept.;qf

Justice), Hashlngton,'D C.
31 oct 77° y

"358p.; Tables may. be marglnally leglble due to small

type; For related docunents, see IR 006 202, 387, and
610

Sﬁgerlntenuent of Documents, U. S._ Government Prlntlng
Office, Washington, D.C. 20&02 (Stock No. ER
027—000—00698-1) . o .
EF $0.83 HC-$19.41 Plus Postage.,
*Computer Oriented Programs; *Criminal Lal; Data:

' Analysis; Data Collection; Design Needs; Information

Needs; *Information Networks; Management Information
Systems; Restarch Methodology; *State Programs; State

- Surveys; Summative Evaluation; *Telecommunication;

- . - R
. . €

- Topology oy
- *Texas®™ <. ' . - \K . - : i
: Requlrements analysis and deslgn for the Teanc ' o .

u"'

developed by the STACOM progect. These. techn;ques focus on

justlce information on a state-wide basis.: Techniques for analyzzng

user requlrement
- collection, data

_/”ncluae methods for determining data required, data
organlzatloﬁ\procedures, and methods for forecastlng

the volume of network traffic. Network design technlqnes center
around a computerlzed topology program that enables the user-to '
generate least cost network topologies that satisfy network . o
requirements for traffic, response time,- and other specified

-~ functions. Appendices" incldude the state level questlonnalre and user

survey. (Author/CHV) I o o R _ D e

»

~ L - -

- . . ) . . ’ Loe
- k) b . . * &

**#******i***#********************************#***********#*****#******

5

¥ Reproductlons supplied by EDRS are the best that can be made ST

Q

from the original documernt. *

ER&Ck*******#***********************#********#*************************




- -y _': .

. . Ed

8
Vel

O : :
o~ -~ - U.S. QEPARTMENT OF HEALTH, .
. EDUCATION & WELFARE . AN
) : . RN . NATIOMAL INSTITUTE OF
SN 'EDUCATION
~0O , - THIS DOCUMENT HAS BEEN REPRO- -
h : : DUCED EXACTLY AS RECEIVED FROM .
T ] . - THE PERSON OR ORGANIZATION CRIGIN-
_ - ATING IT POINTS OF VIEW OR OPINIONS
) ] _ _ STATED DO NOT NECESSARILY REPRE- ..
] , SENT OFFICIAL NATIONAL INSTITUTE OF .
L]_l . EDUCATION POSITION OR POLICY ’
4

- . . . b

B . STATE CRIMINAL JUSTICE . SO .
,; - . . , TELECOMMUNICATIONS .. = = -
T . . (STACOM) - t :
' FINAL REPORT e . . .
- . -~ - - DI A - -
: - : ' ' Volume.III:.RenuirementsAnalysisgazd./// -
) " . Design aof Texas Criminal Justice Ve
: SRR _ Telecommunications Network R : .
T - J.E, Fielding - ) 7
I * H,R, Frewing - ' .
; Jun-Jl Lee ' : , T
T ' N.B. Reilly _ . : ..

October 31, 1977 -

_ , | '
e . Law Enforcement A551stance Administration
' TU. S Deggrtment of Justlce : .

- l‘ ’

2=
L~
Q
Q

, Q ) ! - ‘ | ‘ |
[MC _ - . . _ - B ' % - 2 ) \_ ) . ’ i

:
| g : S . ~

P §



.~ .
. * v -

’ . 77-53, Vol..IIT- -

e e e e mm ot e e e —omeer + e e i o im A  m i m Am & me e e n e e e emhem e en e e © mm e e m om g an © o an m e i et i o o2’ am e e e e e e

\ - . .

- - - .','“_\\%gmmmzmm@w:jf' P L,
' C i » B i_’ \é-' _i- \-
, It is a pleasure, to acknowledge the help recelved from the '

entire STACOM team.* Special thanks for their many contrlbutlons go to the
follow1ng state and federal offlclals.-' 4‘ P AR h7 .

"&£ - - I o A

/ R | " yashinator D ; _ .

o

Norbert Schroeder ) ' LEAA, NCJISs 5T A .
t : o - ! . W e

-

> Jim Jones . ' : .. Criminal Justice Division .
Jack Martine - _ Department of Public Safety _
Chief H. W. McFarling T . ' Department of Publie Safety = . _ & -
Chief Glen H. McLaughlin ' Department of Public Safety"

. A
y £
Vernon Strey. : N Department. of Public” Safety s v
k ‘____/ ) E h .
: ; » T S o -
. “
- - = - _' Al
> -
. - &
2 . . - TB, . .
- - - - -
% . - L
v e . .. . "_ ~ - -
b . . . N i . N
- . _ 4
- ’ - . .. . 3 S
- . - - - « = + .
- - _ . . 9
- “ - . - -
. . - ~,
=~ , : . - - - . -
~ - " -
.. : \ : . ! .
P
A ¢ e - - L o= hd
- ' CL Lo N
. . -
5 h
- . :
- . - - = -
.. & AJ
- - . -
Lo . - [ '
ie :
» * vl . -
’ - . . - . . . - .
et - ol -
. . - hd - - - - _ - -
- " * -
- ) e T - "
: ~ e . . - : ¢
& . ) 3 .
h - o - - -
- -
N < - - -
S - -2
- . N - » - .
- rd - . *
S, - "~ n
. - - . . 5
. H -
.. . N / .
.
- - . @~ - L
~
. . - ~
. i —— . - - a .
T . b - Lo
- c - -
hd ~ " -
- r- .
“
.
. . - < h =
o - . foe
.
. , ,
F4 . -
. . - »
- - ~
N ~ - . I ~
. - .
: < i L) .
.




R .. . 7-83, §or. IIr - ‘. . RN

-
— e S

- ™ T . .2 _)_"-
. = %

.. : : - ~ FOREWORD . .~ - L

- . . .
. ' . - .
i ™ ~ .
- - .o,
o -—

, ~ The State Criminal Justice Telecommunmcatlons, (STACOM) ;ﬁ:‘
PrOJect consists of two major study tasks.- The First -entails a- study‘bf '

' crimlnal Justice telecommunlcatlon system user requirements and.system i
trafflc-requlrements through :the year . 1985. 'The sSecond investigates least
cost network alternatlves to meet these spe01f1ed trafflc requlrements. '

- ~ - ., ..(_ .

', ~

. \ MaJor documentatlon of= the STACOM Progect is organized in fbur
~ volumes as follows. . . .
' . s - T - ~
) S - . Title. T o Dogument No.
- . ” . - -, - o Y R N
: Statp Criminal®Justice Telecommunlcatlons (STACOM) T7-53 - - ,
blnal Report -»Volume -I: Executive Summary . ' - Vol. I - = y
. _v . .t .
State Cr1m1nal Justice TeIecommunlcatlons (STACOM) f _ - 77-53
Final Report - Volume II: Requirements Analy31s and _ Vol. II

Dé£1gn_of Ohio Crlmlnal Justice Telecommunlcatlons Network

-— R

'*State Crlmlnal Justlce Telecommunlcatlons (STACOM) - - TT7~53
Final Report - Volume III<' Requirements Analysis. and Vol. IIT
e Des;gn of Texas Crimlnal Justlce Telecommunlc%tlons - ' T
Networik =~ . . ‘ - o ’
) 7-7-¢f i L " Tifle @ - . Document No.
.State Crlmlnal Just1ceﬂTelecommunlcatlons (STACOF) . s77-53 o s
- Fimal Report - Volume IV: Networg’De51gn Software ) ¢ Vol. IV ° \
Users Guloe.u" . o N ) E - -
N . P

The above materlal is also, organlzed in an addltlonal four
volumes whlch prov1de a sllghtly different reader orientation as follows

- ’ .'- . ‘ . ) P T ' -_ . ° -

: _ .- Iitle - o - Dgcgmen§>No.-

: b2
‘State Crlmlnal Justlce Telecommunlcatldys (STACOM) ) 5030 y3% .
bunctlonal Requirements - State of Ohlo v N i -

1 LT < - .- - - : - -
State Criminal Justice Telecommuneeatlons (STACOM) *5030-61% - 0
Eunctlonal Requlrements - State of Texas . B - T R
State Crlmlnal Justice Telecommunlcatlons (STACOM) ‘ 7 5030-80% . L

User Requlrements Analy51s

. State Crlmlnal Justiee Telecommunlcatlons (STACOM) 5p3o_99¥ L
Network Design and Performance Analysis Technigues . . :

r

o . . N -
- N | B .
- Y- ’ - . &
." - : . ) ) _‘ . i
- & - ) i

*Jet Propu151on Laboratory 1nterna1 document
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. This document, Ko. 77—53 Vol. III, entitled ‘"State Criminal .
Justlce Telecommunications (STACOM) Final Report -= Vol IIIX: Requirements
Analysis and Design of Texas Criminal Justice Telecommunications Network,"
describes methodologies developed for user requirements studies and for
the analysis/and design of communication network conflgurations. it then
1llustrates the appllcatlons of these methodologies 1n the State of Texas.

-
<

- S -
-

This document presents the results of one phase of research i
carrled out JOlntly by the Jet Propulsion- Laboratory, California Institute
of Technology, and the Sftates of Texas'and Ohio.  The work at ‘the Jet P
Propulsion: Laboratory was performed by the Systems Division, Telecommuni-

~ cations ‘Science .and Engineering Division, and hnformatlon Systems DlVlSlOn

" under .the cognlzance of the STACOM Project. The project is sponsored

-NA57—100).

by the Law Enforcement Assistance, "Administraticn, Department of Justice,
through the Natlonal Aeronattlcs and Space Admlnistratlon {Contract
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. T - ABSTRACT .

. . | " S ¥

Requirements analysis and design for thg‘Texas Criminal "Justice
Telecommunicatlons Network is provided in Volume III of the Final Report
of a State Criminal Justice Telecommunicatiorns (STACOM) prOJect sponsored .
by the Law Enforcement Assistance Admlnlstratlor (LEAA) ot
The prOJect has developed techniques for ldentifylng user
requirements analysis and network designs for criminal.. justice networks
~on a state wide basis. Techqlques-develop d for user requirements 'analysis
ihvolve methods for determining data required, data collection, (surveys),
and data organization procedures, and methods for forecasting network
traffic volumes. Developed network design techniques center around a
computerlzed_topology program which enables ‘the user to generate least
cost network topologies that .satisfy: network traffic reqnlrements, _ !
-response time requ1rements and other spe01f1ed\ﬁunctlonalvrequ1rements
. ] The developed technlques were applled in the state of Texas,
4a£d-re3ults of- these studies. are presented. )
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SUMMARY "5 ’
1.1 OBJECTIVES OF STACOM STUD_I7

The State Criminal Justice Communications {STACOM)- user
requirements. study was performed to suppotrt the primary STACOM project
objective of providing states with the tools needed for designing and -

g evaluating intrastate communlcations networks. The STACOM project goals®
are: \ . ' '

B ‘\ . ) : .
(1)  Develop and document techniques for intrastate traffic
measurement analysis of measured data, and prediction
of traffic growth -

(2). Develop and ‘document techniques for 1ntrastate network
design, performance analysis, modeling and simulation

(3) Iliustrateﬁgﬁplications of network design and analy31s
technlques on typical existing network conflgurations
and new or improved conflgurations

4) Develop and'illustrate a methodology for establishing
' priorities for‘'cost effective expenditures to improve
- capabilities in deficient areas.

To support these overall'project goals, and specifically the
first, a user requirements task was undertaken to develop and use tools
for predieting future criminal Jjustice communications traffic.” These
tools include techhiques of stdtistical analysis for extrapolating
past trends into future trafflc predictions, and survey and interviewing
techniques for estimating traffic in data types that -do not yet exist.
The user requirements study was therefore divided into two phases: -
a.study of past trends in existing data types to project futuré trends .
in communications traffic for these data types; and a study of new -
data types that do not yet exist, but which are anticipated, to estlmate

" their future traffiq volume _ .

©

3 Network de31gners then use these estimates of ex1st1ng_and new .
data types to suggest future intrastate network de31gns that minimize cost
and still satisfy performance requirements. Knowing estimated traffic.-
volumes over a decade, network de31gners can suggest the best ‘times to
upgrade computers or communicatlons lines to keep the performance within
the required limits and assure minimum costs. :

-
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1.2 TRAFch PROJECTION" ME'I‘HODOLOGY AND B,E)SUL'I‘S ’
1.2.1 - Ex1st1ng Data Types' P

Exzstlng “data types contain information® prlmarlly used by law
enforcement agencies which Have been in ‘use typlcally for several years '
These data bases contaln files on: _

: ’ i'" - !
(1) Stolen articles 1nclud1ng automoblles, 11cense plates,
' and other property ' _
-t - *’
~ 2y Wanted>persons,"' - '
(3) . Drivers license information, including driving record
and description c¢f driver ‘ -

. r
. !

- (4) Vehicle registration information.
Law enforcement agencies, in most states HKHave had access to centﬁallzed
state data bases containing these file types since the early: 19703. - This -
allows the establishment of hlstorlcal communication traffic growth
patterns and the use of these patterns to progect future -growth. 1In the:
past users have accessed. these data files over low-speed communication
lines which are defined as 300 bps lines or slower. Many states are now
upgrading to high-speed lines which are defined as 1200 bps or faster.

K

R - Two causes'of'past growth of . communication traffic.into
existing data bases have been identified: growth due to communication
system improvements, and baseline growth. Communication system lmp"ove—_

ments that occurred in thHe two model states were' -
ﬁ‘

(1) lAddltlon of new data bases

(2) Conversion of low—speed communlcatlon llnes to hlgh—speed
'llnes and. new términal equipment = - - - » .

(3) Addition of new user agencies o ' Lo

(4) Establishment of-regional information s&stems

':' : “(5) dThe usé of mobile digital termlnals by large mun1c1pal
: pollce departments. :

Baseline growth is the increase in cdmmdnications traffic tha: <ould occur
even if there were no communication system 1mprovements and 1s generally
related to: . : o
(1)  Increased utilization of existing services ° -
(2) Population and personnel increases
(3). Training. : ' ) ‘
(3) : g ) . . -
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_ ~ The flPSt step 1n our trafflc progectlon methodology was to
- establish the historical total- system’trafflc growth pattern and to rec
" all. past communication system- improvements.. The second involved the
determination of the component of .traffig growth caused by past systeﬁ’
improvements. Thls was- done by measuring traffic from impacted user
agencies or data bases immediateély before and immediately after System
‘improvements were made. TheWe increases were short .term in nature and
' Were not projected into the° future. Baseline growth was calculated in
third step by u31ng the equatlon - .

Basellne_Trafflc g4 Total Traffic‘ . Communication System
Growth N T Growth -~ 7 Improvement"Growth -

. 15 . 4 - N

" A key assumptlon of the forecastlng technique was that basellne growth

the future will COntlnue as it has in the past. "Thus, . the’ fourth step

- involved using the baseline growth curve éstablished in Step three to

ord

v A

-

project future baséeline growth. Finally, it is recognized that over the

next decade there will’ be further communlcatlon system improvements. T
fifth step, therefore, was to identify future‘expected communication
system improvements, their- implementation schedule, and their impact on,

he -

~. future traffic.: The sixth and final step was to combine .future basellné

__growth and growth due to system 1mprovements to obtaln future traffic
levels into existing ‘data flles.

- In Texas, system traffic in 1973'averaged 20,000 mes- .
. sages per day- and increased to 100,000 messages per. day by 1976 or
‘this increase 45,000 méssages per day was hasellne growth and 34, 900
messages per day was growth due to communication system, improvements.
- Figure 1-1 shows the Texas existing data type traffic progectlons.'
"It is projected that by 1985 traffic into existing data flles will®

- be approximately 310 000 messages per day.

- : : V4
rd 4 . LY
: - A

1.2.2 | New Data,Types | e

‘lew data types con51st of those information files which are

oy

e

'not now in common use but which are being seriously considered for -futuré-

h ] . A

1mplementatlon. They 1nclude.
(]) Law enforcement agency use of a- computerized cr1m1nal
°hlstory ( H) and offender based transactlon statisti
(OBTS) flle; where "law ‘enforcemént® agency"t includes-

cs

- \ ". police, sheriff, state police, federal agencies, pro-

secutors, county jails, and local probatlon offlces

(2) Court use of the CCH/OBTS flle for both felony and mi
' demeanor court proce551ng in the large. metropolltan '
areas of each state N .
+ (3) @orrections use of the CCH/OBTS file from the correc<
tions department headquarters and from the‘penal in-.
S stltutlons throughout each state )

S= £
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) Use of the CCH/OBTS flles by the agencies in each state

that administer parole from state institutions, if it is

reasonable for that parole agency to participate in the
‘communications network
R B ) . ¢ .
: (5) - A state judicial in;ormation system (SJIS) ‘for re-
: T . ~ porting court statistics from the civil and’ criminal

-

cases of the courts that handle felonies and misdemeanors

in the large metropolitan'areas o A

\ ' .

< (6) An offender based state’ corrections information system

(0OBSCIS) which is a system of files at the headquarters

of edch state's correctlonal agency containing informa-
tion on all inmates in all the state's penal institu-
. : .tions. Portions of these files might be acce ble
T to termlnals in the 1nstitutions and in the_pa?tle

e agency.

(7 Juvenile agency’records if it is reasonable for the
‘ . juvenile detention agency to partlcipate in. the com-
o munications network : e

’ 4-‘
" (8). An automated fingerprint encodiné, classification, and
transmission system for the large metropolltan areas

r (9),_ Traffic from the states' 1dent1fication and 1nvest1ga—
' " tion’ bureaus’ for convertlng)manual files on offenders
into computerized files, and for enterlng new offender

-

’ ThlS trafflc in new data types is added to proJectlons of
traffic -from - existing data types to obtain total criminal justice system '
'trafflc for the next decade. Network design-techniques are then applied
to this total traffic volume to design a.minimum cost criminal justice
'1nformat1on system that meets the performance requ1rements

New data type traffic forecasts were made using a combina-
tion of estimates from operators and users of the present criminal“
justice communications- systems in each of the states, and using extrapo-
lations based on recent history. . The new data types were divided into

" three basic types for purposes of projecting future traffic: (1) Arrest-
dependent traffic such as transactions with the CCH/O0BTS files which
- originate at law enﬁorcement agencies; courts; correctional 1nst1tutions,
probation and parole agencies, prosecutors,-and federal offlces, and -
including automated fingerprint traffic; (2) Offender-related traffic
.such ‘as:that associated with an OBSCIS system in adult correctional -
1nst1tut10ns or with juvenile agency traffic; (3) Traffic whose volume
is determined by other factors, such as that in an SJIS system which
would be determined by: court activity, or traffic from a state data -
center devoted - to converting manual records to automated flles.

Arrest dependent trafflc was estimated by determinlng the -
number of offenders through each step of ‘the states' crimlnal_procedures
” and,then projecting the number and types of messages that would be e
=5

EKC. 3 | o 25

IText Providad by ERIC.

3.

records that are recelved manually at the ‘state center.

~ .

«
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generated """ at—each- ‘step~ f'orelprocedure.m -Summing --these--information- needs . — .t -

over the procedural steps carried out by a particular agency then yielded

the total message volume generated by that agency as a function, K of the.

number of arrestees through the process. The approach of assigning

information needs to the .several steps of a state criminal procedure was

first suggested for this project by Bill .Griffith of the Ohioc Department

of Computer Services. This technique was applied to both CCH/OBTS traffic

from all criminal justice agencies and to automated fingerprint traffic

from law enforcement agencies. CCH/OBTS traffic was allocated to user o .

terminals accord;ng to the total FBI index crime 1r each law enforcement

Jurlsdlctlon. Court usage was prorated according to the populatlon or

.court activity in the largest metropolitan areas. Correction usage was

- distributed according to the number of inmates in the several )

institutions, and "cnly the-= headquarters of the parole agency was allocated

traffic if that .office was a user of the CCH/OBTS files. = Automated

fingerprint traffic was distributed to. the large metropolitan. ‘areas ‘-

according to- the population of - each clty ‘or . according to the total FBI
-,1ndex crlme 1n each’ metropolltan area. -

- Offender—dependent traffic incliudes an_ OBSCIS system for each
-state's correctional institutions and, if antlclpated by the states, a
- youth agency data system( Traffic was computed by assuming’ that an
inquiry and a file update were generated for every inmate or student in
~ the state institutions every fe % weeks,. and that, if the parole agency had
. access to, ar appropriate part of the system, it would also generate
inquiries §§ a regular basis. The estimate of transaction freouency was - -
" derived,.frém conversatlons‘wlth correctlonal institution information
system officials who described past experience and prov1ded future ' -

estimates of. traffic volumes. Traffic was distributed between the-in-
‘stltutlons accordlng to the number of inmates or students in each'
faclllty. : .

-

: Other types of trafflc “include. an SJIS system, which would TR
produce traffic dependent upon the level of court activity, and data = s
.conversion traffic from the state data center, which would depend on the
" " number of employees in such a center and on the volume of records requir-

ing conversion and updating. ®&JIS traffic was estimated by assuming that

only statlstlcal 1nformatlon would be transmitted on 'state networks ard-
that one message would be generated for- each criminal or civil dlsp031tlon'
in the courts of the largest metropolitan areas. 'SJ trafflc was - -
distributed according to the. population of ‘metropolita areas, or

.according to the volume of d1$p0$1tlons,-whlchevéF\Qr;;/ded the®best

statlstlcs.‘ Although an assumptlon was made throughot the study that-

criminal activity.and communlcatlon trafflc Will- 1ncrease each year, data'

- ‘copversion traffic was_ kept constant because’ it was-also assumed- that -

.inquiries.and file updates will gradually come from remote . user. terminals"‘
rather than from a central state 1nvestlgat1ve agency.-_‘ N

N

’ . In.Texas, the lncrease in new data type trafflc W1ll be
from a, 1977 level of about 9,000 messages per day to 90,000 in 1985.
~ Thé growth in Texas is somewhat—low because law enforcement use of o
Athe state CCH/OBTS system was® ‘reduced ‘to account for the use, by local
law enforcement personnel in the major cities,.of local or reglonal
data bases instead of the state flles. This-is already.a fact 1n areas-

.

wll Toxt Provided by ERIC . -
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1ke“Béllas, Fort Honth “Houston™;"and” San Antonlo,‘and the tendency

will be to continue this practice. Officers in these areas will likely
‘use both .state and’ local files, but- state. flles will not be as heavily
used as .they would be if ‘they were the -only data bases avallable

New data traffic- growth for Texas 15 shown in Figure 1-2.

e

-, . . -
n . -

'1;2.3 : Existing and New Data Type Traffic.Projections - N —

] The ex1st1ng data type- trafflc volume of Sectlon 1.2.1- and
the new data type traffic volume of Seg¢tion 1.2.2 were added ‘to obtain
the total estimated traffic volume for the study period as shown in

- Table 1-1 and in Figures 1-3. The derivation of these total .traffic

volumes is described in Section 5., For thé purposes of'this summary,
it is sufficient to note that, in addltlon to merely adding:the traffic
volumes of new and ex1st1ng,data types, the total system traffie was.
modified to’ account for a slowing of traffic growth whenever the volume:
reached a level close to the system s computer capacity, and for a - p
similar brief period of slow growth.followed by an accelerated growth L
perlod 1mmedlately after a computer upgrade. Note that, aIthough existing
data type traffic exceeds new data traffic- ‘volume throughout the period

of this study when measured in. tnits of average messages per ‘day, new

.'data volume far exceeds eX1st1ng data traffic toward the end of the -
study peridéd- if volume- is .converted to peak characters per-minute.

This dominance is caused by the longer message Jdengths of the.expected

" new data types. Note also that between 1977 and 1985 this. study prOJects

: paragraphS'

1.3 . SUMMARY COF NETWORK DESIGN GENERAL METHCDOLOGY

1.3.1 - Definition of Analysis*and ModelinngecHnidues _ - s

about a threefold increase in Texas' traffic measured i¥ average messages
per day, and a fivefold increase in demand in terms of peak characters

per minute. If existing data traffic continues to increase as it has

in the past' and if  new data types .are 1mplemented at the rate state

"~ planners hope they will be, state communication system operators and

. data system planners should prepare for a continuing program of upgrades -

to. termlnals, lines, sw1gchers, and central processors. "The neces51ty

of such a program is apparent in Texas, and it is llkely that many other
states are in a similar kgo&th s1tuatlon. -/ . - ~

<

¥
- <

~

- Slx smajor act1v1t1es were carrled out in the network deslgn
phase .of thezstudy.n ‘These act1v1¢1es are summarlzed ln the f“o.‘l.low:.ng

. B . -J . . . . -
e .

N

- . . - R .- . .
.- - - .

~A-task was undertaken to define and develop speclflc analysls <

»and modellng ‘tools for general use.-in intrastate systems.’ The- prinéipal -

tool developed is- the STACOM Network Topology ‘Program. "This® program,

' wr1t+ed in FORTRAN V and 1mplemented on a ‘UNIVAC 1108 computer under the

EXEC-S operating system, enables a user to find least cost multldropped
statewide networks as a function of tpaffic level demands and other”% . rm.
functlonal performance requlrements._' : Sae

4 R - e . S %20

we o M s F

wll Toxt Provided by ERIC . ' s . . . ! . _
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Figure 1-2. Texas New Data Traffic Growth
: : ? f/ . . ‘ » B o | " & )
| The maJor inputs to.the program are: . e
\(1) Trafflc levels at each system termlnatlon on the network
l5(2).f Deslred response tlme .at network system termlnatmcns
' T . .. T o . T e T ’
- “ . (3) . Line tarifr structures : T

(4) Locations of system termlnatlons us1ng ‘Bell System
' Vertical—Hon(zontal (V—H), coordlnates

(5) The number of de31red reglonal swltchlng center, (RSC),
fa¢ilities. RSCs serve system terminations in their
. - defined reglons and are 1nterconnected to form total
-.networks. o e T

[N

L,
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;g;;Iable;JgI.[ Total Statewide Crimlnal Justice Information System
‘ : . Traffic in- Ohio i T

3

t : - ) & o
Traffig Summary: . Average Messages per Day.

-

S5 L e N . ‘ . ' e O
_ ..Existing Law _ - = - R R C
‘ Enforcement New Data Type. - . _Total Statewide

" Year . Traffic. .- Traffie. . =~ . ' = Traffic °

1977 138,490 . - ‘8,400 . . 146,900
1979 . 214,190 = 10,600 224,800
1981 246,600 " - 24,200 - . 270,800
1983 : 280,200 - .. 58,500 * "338,700
1985 . . 311,000 86,140 L 397,100

-3

Traffic Summary: Peak.Characters: Per Mirute.

<

~
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Princ1pal outputs of the topology program are'

(1) . Line capacities and layouts serviclng system
termlnations

(2). Fixed and annual recurring-costs for lines,. modems,

R .~ service terminals, etc. RSCs are priced separately. N
; ' S e .
(3 Line performance characteristics such as line

.l

utilizations and .mean response times

A second ma jor analys1s technlque enables network deslgners to
determine the reliability and- availability of network conflguratlons
- produced by the topology program._

'Finally, a network response time: model used in the topology
-program, is also useful in understanding present and future performance
réqulrements for swltchlng ard/or data base -computers in the network.
This is true t2cause the response time model involves a queueing analysis
which 1ncludes queuelng times encountered at computer facilltles. ’
Descrlptlons of .these deslgn and analysls tools are presented
'in -more detail in Section 7 of this report. : ; L

‘1;3.2 ‘ Network'Functional'besign Requirements

) At the completlon of state system- surveys, and after _- - S
' sufflcient interaction with state planning personnel and prior to any - . .
- -specific network design act1v1ty,'a document was produced specifying S
.. Network Functional Design: ‘Requirements.. This document provides network -
’fperformance crlterla which are to: be: met in’ subsequent deslgns. The-
- Functional: Requirements. speclfy what the network must do, and do- not
'~ address- at - thlS level the speczflcs of how requlrements are to be met.
5 . The network Functlonal Requ1rements for Texas are presented
in Sectlon 10. R . o ~

.

#1.3.3 Analysls ‘of Exlstlng Netwonks l- : A . T
. ‘?_ , . R . C SRR W
. ) - . This task employed developed de81gn and analysls tools to - )
_ determlne the . _extent to which existing’ statewlde networks conform to State S
. - Network Functional Requirements. Areas of discrepancy aré noted and:
,a;dlscussed. Results .for Texas- are summarlzed later in thls Sectlon.- A

’detalled dlSCUSSlOD is presented 1n Sectlon 11.-_ aﬁpwn»
1.3.% Generatlon of New or Improved Networks o g

R S After specl-lc studles of 1nterest were 1dent1f1ed w1th
. state personnel STACOM design and analysis technlques were employed
- to study statewlde network configuration alternatlves, (optlons), and
‘ addltional cost lmpact studles of 1nterest. ' .

-4
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In the

;u—considereé“for the~

performance measur
Option

Optlon

L.

Two ad

Cption

-’

State of -Texas&, t, 3 "@e&ﬂoric, optigns yere, A o

TLETS/Network ‘These ln&olved the:"study of cost and
es. forrone two and tﬁree region networks as follows:

,‘_

1 - a 31ngle swltcher 1ocated 1n Austin (one region)
\
.
2 - a swltcher Iocated in- Austln and _second RSC
located either .in Dallas, or MldLand'or Lubbock
: or: Amarlllo (two reglons) .o .
3 - a switcher-located in Austln, and a second RSC
located in Dallas with a third RSC located either
in Houstort, or San Antonlo, or Mldland or-Lubbock

or. Amarlllo . “\:Qw .
P o T -
dltlonal optlons were studled volv1ng the pos51ble

1ntegratlon of New Data types in Texas with the TLETS system as follows*

-
-

Optlon 4, - costs for ma1nta1n1ng separate TLETS and New

. Data networks. - . .

Optlon 5 - costs for 1ntegrat1ng the TLETS and New Data

. s Three
: neﬁwork dost' inctre

were-reduced, (2)

adding dlgltlzed ¥e!

networks into a slngle network. o
® L S
add;tlonal network .studies in Texas con31dered (1~
ases as termlnal mean response time requlrements
the impact of network cost and performance due to .
lassified fingerprints as a data type to the TLETS

"system, and (3) the relative difference in network costs between main-

taining and abandor
exlstlng regional
R R

ning TLETS Netwerk line service oriented. toward the -
Coun01ls of Government (COGs). _ 5

vk
e

re Documentatlon't'l-fﬂ}j._f}f,'QZ A;un“4{>, SR
.. . . B .

A flnal task carrled out was the documentatlon of the STACOM

Network Topology P
No. 77-53, Vol. 1V,
(STACOH) Flnal Rep
1.4 N SUMMAR

The st
-"1n Sectlon 13- 1n t
flndlngs of rntere

- Texas

rogram in the.form of a users. guide. ‘This document,
is entitled, MState Criminal Justide Teleeommunlcatlons
ort - Volume IV. Network Design. Software Users' Guide."

Y OF NETWORK DESIGN STUDY RESULTS

udy results 1temlzed below. are’ dLscussed in more detall
his report.:- The: followlng ‘summary- llsts the principal
st. for each of the" studles carrled out. .

Study- Outcome

-

 The exlstlng TLETS ‘network does not meet STACOM/TEXAS

response time Functlonal Requlrements on low speed -
lines, and on hlgh speed lines at times of network peak

trafflc loadlng.

L A P
. - _'/ 39
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® -~ The existing TLETS network does not meet STACOM/TEXAS
.“M“m__m,m_m_m"system_availability Functional Requirements. - The . ... _ __.___.
STACOM/TEXAS networks recommended in this study assume
the Austin TCIC/LIDR Data Base computer is upgraded
to exhibit an availability of 0.9814 and in multiple
region cases, switchers are upgraded to provide an
availability of 0.997.

‘@ - The least cost STACOM/TEXAS TLETS Network is a single
region configuration with regional switcher and data
" base computers located. in Austin. Savings for this
configuration over continuation of a three region .
‘configuration for a period of eight years is estimated
at $2,700,000. The line savings realized through the
employment of regional switchers (including regional
‘switchers in Dallas and San Antonio, (as in the present
i . system) do not offset the increased costs of regional
L= 'switcher facilities.: :
® An‘eight-year_cost'savings of approximately $850,000 can -
be realized through the integration of New Data Type =
traffic intq the TLETS System. : .

@  TLETS network response time requirements for the
- . - - STACOM/TEXAS single region case can be reduced from 9 to
. " - 7T seconds before. additional costs are incurred. )
%?\ Reduction .to 6 seconds increases annual line costs
approximately 3%. Reduction to 5 seconds increases
annual line costs approx1mately 10% _— : -

-

T

"“-'jf:Dlgitlzed cla351fied fingerprint data can be added
" . . _to the TLETS network .as- specified in this report
without compromising performance of the SIACOM/TEXAS

- TLETS- System.

e . There are no meaningful cost savings to be realized by

- - _abandoning C.0.G. oriented line service in Texas. Cost

- is not a factor in a management decision regarding the
continuation of this service._ :

e j;‘EXIStlng lines to the TCIC/LIDR Data Base from the
S Austin sw1tcher should immediately be upgraded-to 4800
. .~ ~Baud. - o { _ i
e ' Existing Yines to the MVD Data Base from theé Austin

switcher should immediately be upgraded to 4800 Baud.
® The mean service time per transaction in the Austin
- switcher should be immediately reduced to 130 ms. . In.
 "1981, the mean service time per transaction should be -
. 100 ms. This will be sufficient through_1985.

et A
A B
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® The mean service time per transaction in the Austin

wn = —-TCIC/LIDR -Data -Base-computer -should-be-immediately -

redu¢ed to 250 ms. From 1981 to 1985 the mean service _
time per transaction required is 200 ms. '

» .
! R ’_\i
¥ -
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SECTION 2

e e g e e

SYSTEM DESCRIPTION

2.1 - GENERAL
: _ Many states already‘havé sophisticated criminal justice com- - -~
munications systems and are continually working to upgrade them. This T

upgrade process includes medifications to anticipate increased traffic and
the addition of new files to make the systems more useful to criminal
Justice agencies. Texas, one of the two states chosen as an example for\
this study,- is doing exactly this; it already has several data systems
for law enforcement and criminal justice agencies with steadily. increasing
trafflc, and it is’ conisidering \system 1mprovements to user; terminals, line
speed, and central computers. State planners ke;p info_/ed and look
forward to the day when some of the new data types  suggested in this .
report may beaincluded in the files of the Texas system. B
! . - -

In this report,.the central ‘state files of existing data types

were assumed to include such items as: . . 4

[ Wanted persons
° Outstanding warrants -’
‘e °  Stolen vehicles. B S -

fq‘~> Stolen license plates
o 'Drivers licenses o

o‘.. _Vehlcle registratlons _-‘ S ‘ r'

. -

New data types that might be added during ‘the perlod of the  study included:

(1)  Law enforcement use of state CCH/OBTS:files“?§
N - (2) Court use of cca/oars files N~

-

(3) Corrections .use of CCH/OBTS files o .
() 'Pardle agency use of.CCH/OBTS.files |

(5) A state Jﬁthlal 1nformatlon system

(65.1 Anﬁoffender based state correctlons 1nformat10n system
-(7) A juvenile agency'records-system

(8), -An automated flngerprlnt encodlng,_classlflcatlon and
_&‘ transmlssion system :

_(9) ;State 1nvest1gat10n bureau data conversion trafflc

v e -

2-1
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Most of these files were assumed to be located at - central
_state _data center, although it is up to each state to organize the . - -
control of its files. 1In some states, for instance, it might be desirable

to keep control of juvenile or corrections agency files within those :
organizations rather than maintaining them with other state data bases.

States will also vary in the distribution of terminals, lines, com-

" puters, and switchers. A schematic representation of a state communication
system is shown in Figure 2-1, and a diagram of the facilities making

up. such a system is shown in Figure 2-2. These figures will assist o .
in clarifying the descriptions of the Texas data bases, facilities S
users, and functions in the r@maining portinns of this section.

2.2 SYSTEM DESCRIPTION ] - .

For the purposes of this study, the Texas criminal Justic
telecommunications system imcludes the present ‘Texas ‘Law Enforcement
Telecommunications System (TLETS) with all its data vases and existing
terminals and any new terminals that might be added to the TLETS systemnm.

In the future it also includes terminals in courts to support the ,CCH/OBTS
and SJIS functions, terminals in the Texas Department of Corrections (TDC)

and Texas Youth Council (TYC) institutions and in the Boards offPardons

and Parole (BPP) headguarters for the OBSCIS system, and Texas Department

of - Public Safety (DPS) Identification and Criminal Records Division (IRC)
terminals in Austin for converting manual records to computer input. The -
system doeg not include terminals connected :to local\computers which.

contain strictly local data bases. For‘instance, San Antonio epd Bexar

County have .some 200 terminals connected to many data bases that are

contained ‘in a computer operated by the San Antonio Police Department.
~ The state telecommunication system terminal in this case is the joint city -

- -and county computer, not the individual terminals connected to the 7 ‘
-computer-. - These local terminals have access to state files through the
, San Antonio computer, but, to the state system, it appears that these - . L.
'messages come from a single’large termlnal in San Antonio.\\ S ‘

- * kY
4.?‘ '
-

-

»O

_ . ‘ P .
2.2.1 ~ Data BaSes - _ ,}‘ L . _
} ... * . Most of the data bases in the ~State criminal Justice telecom-.’
“munication system are located in Austin. The present Texas .Crime Infor-
mation Center (TCIC) contains records on wanted" persons,” stolen vehicles, ' -
stolen guns; stolen boats, stolen articles, and stolen license plates. It -
also contains a large CCH file, which is treated as a new data type
because its usage is low compared to its potent"al usage, and because in
‘the future it might become the nucleus .of an expanded CCH/OBTS system wlth
many more data elements. : C. ..)”m=\ : . _

- At &

-  Also located in Austin are the files  of the Motor Vehlcle
Division (MVD) which contaln records on all licensed drivers and motor-

vehicles in the state. - These files are also accessible'to present TLETS
users. . _

[y
.o
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- New data types include, in addition to the CCH/OBTS flles,'
data bases requlred for. the’ systems summarized in Sectlon 2. 1., These are: .. -,

(I)f Statistlcal data kept by the Texas Jud1c1al ‘Council
" (TJC) fdr the SJIS system. . This data base would
- llkely be 'in  Austin when and if the system is ever funded._
- (2) ﬂll of the data bases kept in - the TDC*computer in
. : . ',. Huntsville, some o¥ which - those relating to the
R o - inmates' pe al ‘records, and not ‘those related to
o ‘ ' 13“' such categories as TDC vehicle malntenanoe, TDC personnel,
' ' " +or inmate financial records - make up the OBSCIS system

(3)- . All- of - the reoords on students kept by the TYC. These
would probably be kept at TYC headquarters in Austln._,;

(%) New automated flngerprlnt flles kept by the DPS

' ICR Division in -Austin.? These automatic files. would
be kept in a file separate from, but 51m11ar to, o
the manual. flngerprrnt flle presently ma1nta1ned
by the.ICR: DlVlslon.'”

fL12.2;2_J‘f“"Users

The users proposed for the Texas or1m1nal Justloe 1nformatﬁon G
system include. all of the: present users of the: TLETS . system ‘any- expansion
of ‘that system. to counties or agencies which would like to partlolpate,

‘and several -other criminal justice 1nst1tutlons which have, up to now, -not
had:. oomputerlzed information .systems avallable o them, or whxch leased o
time for batech operation “on machines of other state agenc1es, or’ whlch had
their own dedicated maohlnes, ‘but were mnot tied into ‘a. statew1de-system.,;'~ h
,These additional users dre listed- 1n qeoblon 2 1, but" are summarlzed bekow - o

-

~_for completeness.«_ - - e A S _ 'H,;?a;':w-

Pt N

(1)""The law enforcement—users of“the TLETS system are prl—i_
' ~,1mar11y~the<iooal ‘police departments and sherlff offices
R throughout the state.. In additiocn, DPS offices are . t1ed
-~ . in, _as are several federal law enforcement military,
- ' ‘and 1nvest1gatory—ageno1es. In the larger cities such
- as Fort horth Dallas, Houston’, and‘ San Antonlo, the
‘user is'a large oomputer installation provided by the
S : city or county, with individual terminals in the. local
- . ' offices connected. to the central local computer.. To’ the
' ‘ statewide networks, the terminal appears as a very: large
single user, whenjlt is really up to several hundred .
users on the other side of a 81ngle oomputer.' )

-(2) . The proposed statew1de system would 1nclude the courts .
-~ in the,metropolltan areas surrounding the five largest
~ urban areas .in Texas: Dallas-Fort Worth, Houston, San
U ‘ Antonio, El Paso, and Austin. These users would include
L - ‘both District and County Courts,. and both: criminal and
_oivil court activity.. The statew1de networks would

T
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3 g%% ST -fallow the courts to inquire 1nto or update the CCH/OBTS
R L files, d /it ‘'would allow the‘courts in’ these. areas &o
el N - -automé??Ea{iy send their ‘statisties to’ the TJC for in-_

: N "‘fclu31on n the SJIS ‘system.

ST ’! . (3) -The TDC would be’ connected to the statewide cr1m1na1 -
<%+ 7§ . 7. justice information system under this. proposal, to aliow.
- N " the ‘16 ‘IDC 1nst1tut10ns to obtain 1nformation and update'h'
state records in th€ CCH/OBTS files. "In’ additlon, the
- institutions would be able to oommunlcate with -the TDC -
:flles 1n Huntsv1lle tv obtaln 1nformatlon on 1nmates.
(4)y The-Texas BPP headquarters would be able to 1nqu1re 1nto
S S ... .. state" CCH/OBTS files to obtain information on arn inmate.
S or parolee, and BPP would also be-ablie to. have on-line
' R, .. -~ inquiry capability into ‘the inmate records at the .-
- Huntsville TDC headquarters to obtaln the 1atest paro’e
status.- : e : . e

(53 The TYC homes, schools, and headguarters would also'be
- users of a Texas criminal Justlceglnformatlon-system for-
‘purposes of this study. Although there .would: 11kely be -
S .gllttle trafflc between TYC and other agen01es, -and
T R F'.;jalthough TYC would keep its. own flles at-its heade
pa .. ...... = quarters in Austln "it is: reasonable to; lnclude thls
e i‘agEncy SO - that ‘any. cost ‘savings . from economles of
- . secale in the" communlcatlons network can be passed
L oon’ to the TXC as well.- A e e e

i

—""

‘_..o‘,

7-"(6)»3;Law enforcement agen01es in the four 1argest metropoll-
'svw.lrh.ﬁtan areas would -already be.users of the. statewide" o
St e o vl - gystem, . but new automated fingerprint data would be - -
=2 . L 'added to .their traffic in future years. This use would
< . 7., ' .consist of both flngerprlnt cards that had been” -
' ' ' automatically. encoded and classified, and latent _prints
"JfOr search and’ matchlng durlng an . 1nvestlgatlon.,e, :

. -

el - -,\__\_;

2.2.3 . d7'LFacilities-

_ The faclllties of a statew1de Texas crim1na1 Justlce infor-. _
: matlon system which would include ‘both exlstlng anq ‘new datar- types~would___h;
_be an expanded vérsion of - the’ present TLETS ‘system. The TLETS System
ineludes MVD.-and: TCIC data bases in Austin, message switchers in Austin,
San Antonlo, and Garland, lines and modems to communicate with the users,
and terminals in the user agencies. 'Computer 1nsta11atlons are: located’ at
.the . MVD and TCIC data bases, at .each of the switcher locatlonsﬂ'and in the:
. large: cities and countles where they serve as the termination of the
‘statewide system and as-a central switcher and data—<base  for hundreds ‘of .

local terminals, _wh:,ch can access the state system through th:Ls local E %
.computer._._¢£1 L e . L S . S
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'_lines and: terminals 1f the systems were merged S

- . " -
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An expanded statewide system including new data types would

fhave more individual terminals as’ local agencies came té! depend on the

speed and utility of the state system. In addition, the SJIS systems run

_L_»by the courts in- the .five largest metropolitan areas would each likely .
" . require a computer with terminals in the individual courts, since it is
. -anticipated that the SJIS systems would be local record. keeping instal-
. lations, with ‘only statisties gent on to. the TJC in- Austin Additional-
~.lines and mogems would be: requﬁi -
Vinstallations into the statewide system.- - L

ed for connecting these local SJIS

L Similarly, the TDC would require a computer 1n HuntsV1lle with

- terminals in the remote institutions to: operate an. OBSCIS: system., This ..

TDC computer has. been - operating for several years with-many data files,,

:-and the state system-would need to be. made compatible if an in- ]
" terconnection .were desired. .Lines and terminals. in the TDC system are -

slow, and 1t 1s likely that they would need- to be upgraded to high-speed

_‘runs ‘at night on the Texas Water Development Board computer..-If the. EYC
- were. to become part of thg‘statewide network, it could" .either use 'a

.

e The TYC presently satisfies 1ts data proces31ng needs by batch =

_ o " The Texas BPP also runs its present software batch at night onjj
_the Water Development Board machine. Because of its unique needs, ‘a

similar arrangement would probably be continued. even ufteq.a statew1de Lo
criminal Justice information system were implemented. However, to obtain

'%‘_more rapid updates on offender. status, thé BPP would have an-on-line "
" terminal able to, access both the CCH/OBTS files in Austin and the

~ "appropriate TDC files in Huntsville that would be a termination of the“

A 4

state system.

. -

' The present switcher locations in Austin Garland and San

' _Antonio are not necessarily the best to minimize total network cost in the

future.' It ‘'is. possible that ‘the network design software which operates on.

these -traffic forecasts will suggest fewer , more, or different .Switcher. _ -

locations such as ‘Dallas, Houston, and a city in ‘the  West" such as Midland

-7Odessa, or Lubbock. This is even more likely ‘if traffic densities Shlft"
to require more. terminals in a certain region. .

Ve '“>—~“f;—

- ‘,,
~

- R - "o T—. S . - - -

Loe -

The statewide Texas criminal Justice 1nformation system as

projected by this report serfes a multitude of functions by prov1d1ng all
7 eriminal Justice. agencies with easily .and rapidly accessible data in gz )
-+ wide variety of .categories. . The present TCIC, License Identification-and .
";Driver Registration (LIDR), and MVD files, which are accessible to all
-TLETS users, contain data on... J : . e

- .- o

. . . L. N . ‘ ) l.
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- central facility in Austin for its files, or, if Seéurity and the’data ffg';ﬂ"'"
.. :volume: justified it, the "TYC.could ‘obtain its own machine and the state:- "
}network would; include ‘both this TYC, omputer and the terminals in the
llseveral homes and schools. ST LI . :

. RN SR Sl ET .;.',,:--,,--
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‘o Wanted" persons : , \,.orafStolen boats. 1if:':f -
- ‘o? Supplemental persons e :Stolen artlciesji -
Lo 'fdj.-Stolen vehicles - & ccu file e -
o h Qj._Llcense_pi%tes ' ‘-r':f 'Y _Driyers ;icenses;. ' e'e“-h
;_;':;;.i.lstoredsieh;cles,“h];s . :oht Vehicle:registrattons
e Stolengu,,s -

: .. Texas users- can. access the natlonal NCIC data ‘base’ and N
can’ communlcate with other states over NLETS via the TLETS system. ’ E
This’ report squests that in the comlng decade. the existing CCH files

1n TCIC will . 'be': expanded to include: ‘a .complete CCH/OBTS system SO that S
offenders are tracked. throughout the1r criminal career by all crimi-
nal Justlce agenc1es. For purposes . of- estlmatlng ‘traffic over such -

a- system, At is assumed that thls expanded CCH/OBTS file will be made ~ -

- avallable to a’ larger group of users, 1nclud1ng more local~city and
o county‘pollce agencies, the courts in the. five. . largest c1t1es, the
o TDC and its institutions- throughout the state, and the BPP headquarters

© -

in Austln. ‘The functions to be performed by ‘this. system .are really- - J{
llmlted -only by -thé lmaglnatlon of “the 1nd1v1dual user - agency and the
local termlnal operators., Data on-a w1de varlety of topics are made
avallable to users in a matter of seoonds,-and user resourcefulness

L - is- the 11m1t1ng factor in determlnlng the functLons to be performed.

3\ and civil cases. None of this traffic would appear on state lines, = ' -

e

Be31deslthe existing MVD and TCIC flles, and an expanded
CCH/OETb data base with more users,. thls report estimates . future trafflc
on the assumpt1or that several more.. new . data types.will be added -to the
- system in. the next _decade,  along .with the appropriate users. These new
data types and users are described ;n-the sections above,. and. the .
functions performed by-the: system -are ‘again 11m1ted prlmarlly by the

'1maalnat10n of ‘the user and the. operatlng agency.. : . >

: F“or 1nstance, it is assumed that the SJIS system, which is not
1ncluded until well into ‘the 1980s, wWill be. used on a local level for

-court management, case tracklng, .and calendar schedullng in both cr1m1nal

i

L however, since state: reportlng would be conf1ned largely to statlstlcal

record keeplng.‘-' '_-_4,.ﬂ U L .._-'_ . .

_ _The ex1st1ng TDC data system. 1n Huntsv111e ‘is'a very versatlle
and useful system, functlonlng far beyond the capab111t1es of any propcsed
OESCIS system, whloh ba31cally serves an-an inmate tracking and record -
keeplng system.- In addltlon to this’ 1mportant offender records functlon,

the present TDC computer contalns records on:

. '“.-. -
» TDC budget. R ' ,”;sPrison store accounts . . .
;;hPersonnel records o ;InduStrial.goods prodaction
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- @Equipment acébuntingjf;#i;;;lnmate commitment status '-;f;f_u"
" Vehicleyenpense_‘ _ “;';i:Inmate mailing list T |
'1Localgfundgaccounting ,irirlnmate skills ! B
: »?oodseryice.Jf; f-(;j;i jiMedical inventory S B
# lnmatehbanking. B u'f ’ -Research projectidata
) Building construction‘i ‘dInmate test records. .
) .f;Aircraft utilization a fiz-TDC}schoolfrecordsj’J

-

“TDC legal defense gfpords

Tbis study assumes that the TDC would continue to carry out these
functions, ‘but that the ‘individual prisons would have faster direct access

to state files and to the required TDC files in Huntsville through faster B

communication lines and terminals. - In addition BPP would have on-line

. .access to the .appropriate TDC inmate commitment status files so that it =

.eould better plan parole hearings -and activities. This would be an o
improvement over the present BPP batch update from a weekly TDC tape..'

The TYC data processing functions are likewise broader than

merely ‘keeping track of: students at the ‘homes and’ schools. ‘It is en- -

visioned that, just as in the- case of the TDC, the TIC. data system will'

- maintain its present f‘unctions, and keep its own files, but that the re-
‘mote homes and schools will have faster on-line access - to state{files as_]\

well as to the appropriate TYC files. .;/(_-;.- s,

' . Gradually, as automated fingerprint systems become standard-
ized -less experimental, ‘and _less costly; it is expected that-.Texas

i will begin to- implement such.systems at least .in the: large metropolitan

- areas where: fingerprint volumes justify the expense of ‘the equipment.
‘The ‘statewide: telecommunicatipns ‘sSystem would. ‘function to transmit--

both encoded and classified 10-print cards and ‘encoded - latent prints
found in an investigation. Fingerprint card information would then
.be-filed, and files could be searched automatically for- prints to match

latents.:~”‘ ;, T B PR 3 _ - .E; -

e o f In addition to data base queries, TLETS supports adminis-f“

trative user-to-user messages and MNall points bulletin" traffic.

K
o)

" 2=9
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3.1 . APPROACH . °

3.2 DATA GATHERING TECHNIQUES AND; RESULTS
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L "*{' " SECTION 3

TRAFFIC GROWTH MODELING - EXISTING DATA TYPES

- .
o

Determ*n,lng future connnunlcatlon traffic levele 1s of prmary e
lmportance in assessing the- users' needs of a state criminal Justice
" telecommunication system. Future communlcatlon traffic levels into ex-

isting data files were estimated by examining available past growth

“trends, and projecting these trends forward. ‘There were. two. components to

past traffic growth: growth due to communication system lmprovements, and

" growth -due to- increased user demand.. It was assumed that growth due to
-increased user demand would contlnue into the -future as it- has in--the . .
-past. Growth due to communlcatlon system improvements can be character-'

ized as short term rapid increases and thus it would be:inappropriate. to. :
project these increases forward. We have instead predicted implementations -
of future communication system 1mprovements and their impact on traffic:
levels. Our estimates of these two components of traffic growth are

combined: to form the prediction’ of total future communlcatlon trafflc o

A;ﬂlevels lnto existlng data types.

Once total communlcatlon trafflc levels are known we musb

- determlne the distribution of trafflc .across all locations in the state.

Thls 1nvolves the 1dent1f1catlon of the ‘paths of general trafflc flow as -

o A-well as a quantlflcatlon of the number of messages to and: from each system
"' user. Models were.developed that correlated current traffic levels with
“g_user“characteristlcs. These models ‘were then used to determlne future
' “traffic distributions.. : : .

T

R

Texas concernlng current .and past. network conflguratlons, record types,,'f

_traffic volumes, message lengths, “traffic distributions, -operating

procedures, user agency characterlstlcs, and planned upgrades.' Five years

of past data were collected.-. e -

Two survey forms were developed to obtain’ th1s 1nformatlon..A '

"state level questlonnalre was written and given to- the: communication
- system planner in_the state plannlng ‘agency. This. 'survey form is shown.in

Appendix A. In Texas the survey was d1rected to the proper .persons in the.,
state government.- We obtained. answers to our questlonnalre from the
Department of Publlc Safety ‘in. Texas R . :

) o P , _
... . _As seen in Appendlx A we began by asklng state planners to

| provide ‘one diagram showing pr1nc1pal components used in- information

>

o interchange between ‘all. crlmlnal Justlce user agencles., Prlnclpal com--d

ponents were deflned as: ‘-

.

e

In order to perform thls analy51s, informatlon 1s needed from5*5"'
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jData;hases-., - ER 1d> - oL i"-i; a}ff;-'

...Switchers/concentratorsf

Terminals
RS Communication-lines

o

"Data basee only 1ncluded those computers contalnlng records that could be_ff~-

accessed by ‘communication -lines considered part of the state information
. system. ‘We also asked for communication line sizes in bauds which ‘

' ‘measures- the rate that- 1nformatlon.can be loaded on .-and taken off com-

. munication 11nes.r Flnally we asked. state planners to 1dent1fy changes to

5 . the above dlagram and indicate when these. changes were made. ~Answers to

. these questlons prov1ded a knowledge of current and .past network con-
: flguratlons. In- general this 1nformatlon was avallable.vr ’
<.
: - The second questlon on the’ state survey asked for more
spec1f1c 1nformatlon concernlng data bases.\ We asked for the type and
number ‘of records available to system users from 1971 - 1976." A minimum -
of five years of past traffic statisties were needed: to establish past
growth trends. Again, lexas prov1ded us w;th answers to thls questlon.

-

S -V,» - ~The thlrd questlon asked for trafflc volume data.- We re- .;a'
quested monthly communicatlon traffic volumes in unlts of average messages
- per day by user. agency and’ message type. The time- period. was again

" January- 1971 - 1976. .Texas had -only- recently instituted a management

. information.system that provided traffic volumes-by user agency: and .
'message type. - Prior to 1976 Texas recorded only the number of messages
'per  month on” each circuit ‘where most circuits served more than one agency
. Also no message—type d1str1butlon was recorded prior to 1976 ' .

o " The fourth questlon asked state . planners to prov1de average
wmessage lengths by message type.  As a check of these numbers we also.
asked to see. format details for all message types transmitted over- the

- state criminal -justice ‘telecommunications system. ~Texas’ responded to thzs
‘-questlon by prov1d1ng us with a copy of their operating. manuals which

. presented fbrmats requlred to obtain access to the files. Comblnlng

'14_knowledge of.message formats with a knowledge of’ the message type volume

"f'dlstrlbutlon allowed us. to calculate an average message length.

- - Questlon fdve asked fbr -an. orlgln and destlnatlon matrlx
f*showlng yearly message\yolume from each user agency to. each other user
-agency in. the state..Texas could not prov1de thls 1nformatlon.:_ :

-

e o .The 31xth question asked about operating pOllCleS that affect
. .trafflc volumes.f‘Speciflcally we asked whether querles into ‘one data file -
ujautomatlcally generate queries into other data. flles and. whether there-

. Wwere record update requlrements. No. answer was obtained to- ‘the. second
questdion; howeVer, Texas prov1ded informatlon on automatlcally generated ;

”messages.j‘ S, O S

i ~ T ) . ‘ ’ oot ) >'v.~-‘ . . .
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. . Finally we asked state lanners ‘to inform us of any planned
upgrade that would affect traffic agalnst current law enforcement flles.-

We llsted examples such as: /

‘ 7{1). An 1ncrease in’ the number of records in- a flle o f

-(éi- A reductlon in response tlme"
(3) " An 1ncrease in the number oftusep/agencles
-nTexas prov1ded complete responses to thls last questlon.
. f,
T The second form des1gned fOr the collectlon of 1nformatlon was
‘the - User Agency Questionnaire. (See Appendix BE.) This questlonnalre was
. intended to obta1n information on user characterlstlcs, on current . and
- desired response “time and to obtain from the users an ‘estimate of their
current- traffic levels. - This last item was intended:to. be a chedk of
slmllar data requested from the state. User survey forms were .sent.to all
user agencles in Texas. Many, but not all agencies completed the survey

and returned it to us.'-.. s %

As seen 1n Appendlx B user agenc1es were asked to supply
trafflc data in tﬁe form of ‘the average number of messages sent. per day on .
" the’ state system, the average number of messages. received per day on the
~state: system - and the number of- messages sent durlng’a peak hour on the ]
" state system. Responses were: generally consistens. with .state statlstlcs :
Wthh were most llkely the data source .used -by. the respondents. o
. Users were next asked for current average response t1mes and
acceptable response times. Almost all agencies answered these questions -
_ w1th acceptable response tlmes sllghtly lower than actual response tlmes.

_ Flnally, ‘user agencles were asked to supply data on the cr1me v}
rate per'caplta in their. area and- the, number-of personnel requlrlng in--
formatlon over the state crlmlnal Justlce telecommunications system. Flve-,_-
years of.this" information  was requested most agencies supplled it for the-“

S current year but did not g1ve hlstorlcal data. "

_ . Because a number of agencles d1d not. respond to the. user’
surveys, other sources of data were 1dent1f1ed “that could fill 1nformat10n
gaps. ‘Uniform crime report data.were obtalned for Texas. - This report
presented population and crime statisties for all law éhforcement agenc1es
in the state. Ve also used the national Uniform ‘Crime- Reports issued
annually by the. FBI (Crime in the United States) to obtain information on"
the number of‘personnel employed by each agency. Flnally the Texas state
almanacs were - used to verify populatlon statlstlcs. . N

] L _ In addltlon ‘to survey forms and statistical tables, we con-- _
- . ducted’ personal - interviews to collect data recessary for predlctlng future
‘traffic levels into exlstlng'data files. Interviews were conducted. with -
._data processing personnel in the. larger metropolltan pollce departmeptsi
and . with. persons representlng reglonal 1nformatlon centers. Personal . .
interviews were._ conducted. with these representatlves because of the: large
. volume of trafflc orlglnatdng from metropolltan pollce departments and '

.‘uf

'_\[Kc' . )

J
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" regional information systems. We asked questlons concernlng present
methods for acce331ng state data flles,.future communication plans that.
would impact communlcatlon traffic 1nto'the state systen, acce331blllty of
information contained in regional data bases to other users .of the state
system, data types maintained on regional systems, and operating: pro-
.cedures that automatically generate-messages from regional data bases
into the state data base. We*'found that on-site interyiews were required.

“in s ‘instances; however, we ‘were able'ts interview a number of these

- agenci by telephone. ‘Both the: large police departments and reglonal
info tion centers were cooperatlve and prov1ded the: requlred .
1nformatlon.‘ , :

All the above data were used in our traffic growth and dlS-
trlbutlon models which w1ll be dlscdssed 1n follow1ng ‘sections. -

t

3.3 ?j' ANALYSIS METHODOLOGIES APPLIED TO TRAFrIC STATISTICS

© 3.3.1 ‘__ Def;nltlons

Trafflc statlstlcs 'were obtained prlmarlly from the. operatlng
‘agencies of the existing state criminal Jjustice telecommunlcatlon systems.
The form of the data used . to. project’ future- growth -was monthly: -message ;-
volumes broken out by system users. In examining the data, care had to be
taken in 1nterpret1ng the numbe"s given and in deflnlng carefully the -
parameters to be measured. . S

, There are- two measures of system trafflc that will affect
final sSystem design. - The first is the number of communlcatlon messages
“transmitted over the sSystem. A- communicatlon message is defined as the
transm1351on of ‘information between a sender and a.final receiver. For

vexample when a user is attemptlng to obtain a record contained in a.data’
base, ‘the sender ‘is considered to be the user and the final recelverrls
con31dered ‘to be the data base.- Independent of the path of- the message,
the transmission of the data base qQuery between the user and. the data base
constitutes one communlcatlon message. . Once the computer s files -have
been searched and a. responsevprepared the transmission ‘of the- response
from the.-data base back ‘to- the user constltutes a second communlcatlon

-message. S _ : - e T )

- _ The second measure Qf trafflcugffectlng system de81gn is the
number of transactlons handled by . the _computer. A transactlon is defined }
as the processing by -the computer of a request for sService. < Requests for . °
service include data base searches and preparation of response,*data base
record modlflcatlons,'and sW1tch1ng of messages. It is possible for one
message into . the computer ‘to generate more than one transactlon. ‘For
example, 1f a“query into the state wants/warrants file automatically A
generates a message to the national wants/warrants file then two. trans— ﬂ-f‘
actions ocecur: ‘the state wants/warrants data base search and the swltchlng
of the 1nqu1ry to the national flle..- Y_- o = - :

ca Y

E From the deflnltlons above, it is apparent that communlcatlon"
messages demand commumlcatlon line services while transactlons demand

- -

3Ly
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_computer services. . Methods of estimating these parameters from available
. statistics will be discussed next. - ~ d .

‘3.3.2:' ' Interpretation of Communication Traffic Statistics

u

F]

. : In examining available traffic ‘statistics, the analyst must .
... first determine whether- traffi¢-is a measure.of :communication messages or -
- transactions: If it is established that communication messages are. being .
counted, then a knowledge of computer message "handling procedures allows . =
the calculation of computer transactionSn“ ‘Likewise, if- it is. established e
‘that transactions are* being measured, then a knowledge of computer message -
handling procedures will generally allow the calculation of communication
. message volumes. When it is not clear whether transactions or messages
are being counted the analyst must: test both hypotheses. Generally by
- looking for . internal consistency or by checking with other independent
traffic statistics, it is possible to determine if transactions or o
'“messages are be*ng measured ' : o '
- N
C It is common for statistics gathering routines to reccrd the
number of communication- messages sent and received from-every component oI
 the communication system. Thus a message sent from a user termiral to a
. data’ base is recorded as being sent from the user términal and received by -
the data: base. . When total system messages .are calculated by summations of“-
_messages over all components, this leads to a double counting of messages.- i
Dividing by a factor of two leads to_the true message count.
. Determination of the number . of messages sent. from the state ,
3.system to nationallcommunication systems must be handled with care. There
. are. currently two national communication systems, the National Crime B
.~ "Information Center (NCIC) and the National Law Enforcement Telecommuni- -~
' cation System (NLEIS) . The NCIC ‘'services. data basé queries:and updates -
'?5but ‘has no message sw1tch1ng capability."The data base is located in
__V_Washington, D.C.- . NLETS provides message sw1tching capabilities tying
. together state data bases, but it maintains no data base of its own..

: : Messages sent from state telecommunication users to the NCIC

" data base can be generated din two ways.'»The first . involves a* direct

. message. between the user and NCIC where the State user utilizes required
'NCIC formats. The second, and by -far the most common 4 results from a user
"sending a message into. the sState computer which then automatically \_-"
forwards it to the NCIC stolen article file._ w7 ) ; '

] c Messages into the NCIC data base must. travel from the user. to

: the state switching ¢enter and- from - the state sw1tching center to the NCIC
" data. base. . Responses then retrace th1s path" ‘back to the user. - ‘
< Communication’ messages to and from the NCIC should be counted in the .. .

' 'following way (see Figure 3-1). -

1

&
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DIRECT NCICDATA ~ [.. ~ - - | DAtasase
(.ST . BASE QLER[ES,_‘UPDATE’ - : QUERIES, UPDATES
‘ ATE ) STATE DATA BASE - : -
NCIC DATA C " AND - . DATABASE - . | NCICDATA BASE
. - BASE RESPONSES - Swi "4 - RESPONSES WASH, D.C,
‘ R - TCHER . lego—— _ A
- . 7'&} - ‘ - - . .. B E . ; . -
. - ¥~ ) ' ’ e . : ' . -
. rJ -
o~ - -’_ 1 -
' ' - '. . l. ’_»\\ N N -
. - .7 Figure 3-t. NCIC-Traffic. Flow.. =~ * e
E P S e . ' 7
5(' PO - ’ : o R (, S T ‘. ._r : . ’ M
: NG P -“Ihe imitial transm1881on ‘from the user to the" state ‘
@-}' T fﬂ? sw1tch1ng ‘center ‘should be counted as a separate NCIC
IR R T .acommunication message only if it is a direct message

between the user and NCIC- f-

(Zﬁin All transmissions .of the data base quieries and updates
- o between the state sw1tching center and - NCIC should be.
counted as’ communxcation messaaes.

e A3 A1l transmissions of responses to data base queries
. -~ and®updates between NCIC and .the state switching center.
' : ' should be counted as communication messdges.’ :

-~

(4) 'The final transmiSSion of the: response to the NCIC data

base query. or update from the. state sw1tching center: to
ithe user should be counted as a communication message. '

-
-

i Transactions should be counted as follows.': ,s\' _ o
Ca, .\p.' : I

(1) -The switching or automatic generation of a,message by
' ‘the state data base computer into NCIC, should be counted
. as a transaction.' " .

e,

. s -
- (2) . The switching of the NCIC response by the state data

'i' ‘ “-base computer to “the appropriate user terminal should
S be ‘counted as a transaction..‘ y

-y .
-4

-

- T If the states' traffic statistics do not follow these conventions, ad-'
Justments should be- made.ij-, o _»_</_- L : : ;

‘ : Communication traffic traveling from the state system ‘to the
NLETS system is measured. in the same way -as NCIC. trafffe,w1th/the
following exceptions. First ‘all communication messages sent from state
, system users to other states via. NLETS must--be sent directly, i.e., there
‘-"is no ‘automatic generation.of wessages to other: states. Second, other
‘states can. originate data base queries into the state data base.

R

\‘l

O_ g
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S

s P ® A Communlcation messages to and’ from NLETS should -be counted
Toa T as f‘ollows -(see Figure 3e2)r e

1(1) '-All inltial NLETS querles from state users to- the
’ state data base .should be counted.“_

B . [_,(2)alfAll gueries from the - state data base to. other states k
S S ;‘-'.-'bvv1a NLETS should be. counted. T e

-

-(3)ﬂ All responses from other states to the state data base‘:
via NLETS should be -counted. - - | g K

-

-

() A1’ transm1s31ons of the NLETS- response from the state
: - . data base §hou1d be counted. .

(5) A1l NLETS queries from other states to the state data
base should be counted . » ~. L,

(6) A1l NLETS responses f‘rom ‘the state data base to other
A ._states should be counted . : o
Rules f‘or* countlng NLE'I'S transactﬁs are. R

a

3 S 3(1)- ,The sw1tch1ng of an' NLETS query by the state data base
o to: bther. states should. be counted. a L.

o o (2) &he switching of NLETS respoﬁses by the state - data base';'
’ ) ’ ;to state usersgphould be counted. S L= :
~ P _ . . o \4\ ° -
T L.‘* o :'_(3) —The, flle ‘search and response preparatlon done by the
e o state data. base in respondlng to an NLETS 1nqu1ry from

- another state should be counted .

-
-

Agaln,-care must be,taken in examlnlng states' procedures for measuring *ﬂ
NLETS traffic levels. If the measuring procedures do not follow the above
“- rules, adJustments must be made. _ . : . . :

IR $

Y

| - ' : ' NLETS QUERIES
S D - NLETS QUERIES _ I _
‘ s . _LE Q‘; - STATE DATA BASE NLETS RESPONSES | - S
" STATE R . “ AND NLETS QUERIES . -ALL OTHER
- USERS = . . : STATES - :
] ) . INLETS RESPONSES. . SWITCHER - .=t - . Pt N
: NLETS RESPONSES o .
.
‘- .
? ..‘,' ’
) .L‘
R - “Figure 3-2. . NLETS Traffic Flow. = . .- . -
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- .+ - - Once .the trafflc statistics naveybeen analyzed and a good
- meaéure of the- number of commun:catlon messages has been obtained, it is
- necessary to convert traffic from units of messages per day to characters
- per day. - Our procedure for thls .conversion 1S‘presented 1n Ege next
'sedtion.

L

2
. <

)

;3-3.3- ::" Message Length .

el For the: purpose of deslgnlng a network of communlcatlon 11nes;

communication pl ers must know in addition to the number of ‘messages, .
““the length of the messages so they can determine the number of’ characters

that are 'to be flowlng on communlcatlon llnes .
» - Determlnatlon of average message length beglns by 1dent1fy1ng‘
'message types and message fTunctions. Message types are. the state data
- base file types, administrative messag: 'Sy .NCIC ‘messages, NLETS data base - R
"messages and NLETS- administrative messages.. Message functions apply only

" to data base messagestypes and ean be grouped 1nto"two~categor:es*-*data—_““4—*—
. base querles and*data base modlflcatlons.

: Lengths of data base message types by message funétlon were - -

_ .determlned by’ examlnlng .specified formats in users. operatlng manuals. ~ %

o Response - formats were’ also shown in these manuals. However, there are two

’ poss1ble responses to the query message- function. -‘The first is a shortr »

response. indicating that no record matchlng the 1nput identifiers could be .
- found. The sécond, a pos1t1ve response, “is a longer message transmitting

.“'the entire record requested. Therefore it is- necessaryuto know. the

pos1t1ve response raté in order to calculate average message length of '

-responses to 1nqu1r1es. : oo N - .

» -

a

_ e . "Average. admlnlstratlve message lengths were estimated by

examlnlng example administrative message fbrmats, by discussions with .
state personnel and by examlnlng available. statistics- kept by NLETS on -
administrative message lengths., Slnce the format of an admlnlstratlve "
‘message is left to the discretion of- the user, message lenzth could not be
determined by studying format spec1flcatlons.-.However, good agreement.was -
obtained from the three sources listed. above, increasing_confidence in the

admln;stratlve message length estlmates.

. . Message lengths for NCIC and NLETS messages were obtained from
a prev1ous JPL report (Natlonal Criminal Justice "Telecommunications). .
These numbers were slightly modlfled to reflect changes 51nce the JPL ’ C
report was released. ; ) . _ ‘ S i

' A s1mple example of the methcd for calculatlng overall: average
. message length will be presented and then the methodology w1ll be - :
,’generallzed to cover our more complex case. T - : o T
*Suppose thqre are only two message types and the. average .
length of message type’ .1 is Lq and the average length of message type 2 oy
" is Lpo. Also suppose Fi.is the fractlon of total messages that are type 1
and Fo is the fraction of total messages that. are type 2.~ Overall_average__'

message length can be calculated as follow3°

'[KC . S, 3-8 g L A

e .

wll Toxt Provided by ERIC
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~ - - . ,
Overall Average 'Mess:':lge. Len‘gtﬁ = F1x {..1 +'.F2‘;'x' Lo Lo
_ o , - - T : -

| Tolcontinpé the exa@ple ty aésigﬂing‘va1ues let: . --, S '}’
" Lq = 106 charaotérs)mesoage_' : *}‘_" L ‘_ -
Lév=L150.ohaiocters/mo§éage g - ‘:; -

c Fq = 9.30 __ S B R
RZF=T9.70 - o
Then: ) ' : S,

|

rwuu~f«mf—~»—~0verall~ﬁverage
Message Length .

Il
"

0.3 x 100 + 0.7 x 150

135 char/msg

s

1
- - H‘f

-

s ~ In oar case we ‘have-more than two message. types and there ara
also different message functions within message types.« We do howevbr know
the average message length and the fraction of total /traffic of .each <

- ‘message function within each message type. We can Lhus apply¥. the

. methodology presented above by taklng the summati of the proﬁucts of
average message lengths and fraction of teotal traffic over all messa.ge’-~ _
functions and message types. An examplée: is ‘shown below. where there apeom

- message types and n message functions within- each message type. The

. fractlon of total messages and the average message. length is shown for . ..
each message function and the calculatlon of overall average message‘__ .
length is -shown at the: bottom. : o o~ :
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' Overall average message 1engths in the model states -were,
-calculated using the above: methodologj. :

3.3.4 - Peak/Average Ratios :

- In determining needed communication capacity to satisfy
performance requirements, we would like to use a measure of demand that
reflects the load on the system during the busiest hours. Proper network .
'design requires that service objectives be met during the busiest times as'
‘well as the average situation. All previous traffic statisties have given
message volumes averaged over a day. To derive the desired traffiec

" measurement .we establish the ratio of traffic volume during the bu31est

H,:peak traffic volumes-mmmw_W-

-hour and average traffic volume and designate it the. peak to average
ratio. Average traffic volumes are then multiplied by this ratio to give’

z ~ -

Peak to average ratios can be associated w;th different com=-

- ponents of the: communication system. ‘At the first -level we examine.
- peak/average ratio of ‘the number.of messages sent from ‘a. user agency. The

second level. involyes demand‘for communication circuits. In some 1nstance3u'

. where theére is only “one “user agency on a circuit, thlS corresponds to the

first level. " However, for: those circuits serving more than one user agency, .
a separate: peak/average ratio-can be computed.. This 01rcu1t ratio is - .
dependent on communication line configuration and " therefore changes as.

. new config ations are - proposed.- To"avert this. complication we have

@_assumed on constant peak-to-average ratio for the entire communication
~system.~ This one, value is taken to be the peak—to-average ratio of traffic

<'1.’ 4‘

_to the//omputer.f We - Justify using thi as the peak/average ratio fbr user
agencies and communication eircuits foR the. following ‘reasons: : :

\ (1) - Historically, the'utilization level of the computer has.
been significantly higher than the utilization levels -
of communication ciréuits. Therefore it. is more im- = -.
portant to establish demands for computer service than

‘for communication lines and user agency terminals. ﬂ//’ :

. <3

(2) - It is likely "that the peak/average ratio for communica-
-y o ' tion circuits and for the computer are not greatly
\ . _different. :
a {L3) “There is a possibility that particular user agencies
will have peak/average ratios somewhat. higher than the
A computer(s ratio. However, it is unlikely that this
'\ ~ «" " nigher than—predicted number of messages would have any
\ : -impact on metwork system design since communication cir-
- .. - tuit: utilization is low. ,’ : -

-

3\ ' To determine thi 'ratio we examine in detail ‘one. month of

'total system traffic’aata. Th& number of. fransactions occurring each hour
Cin the .month is determined._ We search for the busiest hour -and determine
the ratio ,of transaction volume during this busiest.hour to the average:
hourly transaction volume during the month » This ratio becomes the.«
peak/average traffic ratio._f'-. T ,;.v_ :
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, .
- Predictions of average traffic levels. are then multiplied
b " the _peak-to-average ratio to describe traffic levels during the
iest hour. ' .

3°3.5 Output of Analysis of Traffic Statistics

The outputs of the traffic analysis task are:

(1) Historical traffic statisties: 1971.- 1976

v -

(a) Number of average total monthly communlcatlon
messages R

. (B): Number of average total-monthiy transactions. -
mw**wnmuﬂ'“t*“Tc)“M"Number of"average. monthly communicatlon messages
by system user : :

-".(d)" Number of average monthly communlcatlon messages.
e by message type. . s

‘v

(2)':,Current traffic:stat;stics

(a) Average message length by message type

(b) Total average message 1ength R

3 (c)‘, Peak/average ratio.

“This information on past and current traffic statistics serves as input
1nto the traffic growth and dlstrlbutlon modellng tasks to be dlscussed in |
the next .two- sectlons.. ’ :

3.4 TRAFFIC GROWTH MODELING
3.k Introductlon R L B ~:_5g,.,..‘. -

_ Before we. present our: forecastlng techniques a. note of. cautlon
1s in order; forecasting is a hazardous occupation. . As’ Martlno ‘has said
(Technological Forecasting for Decision Making) "The forecaster is. never
absolutely certain that-he has . prepared the most: useful posslble ‘forecast
"with the data -he had vailable and the resources he employed."  Martino
continues to *describe what: forecastlng does- and does not-do. "A forecast
does not tell us anything about the.future. Instead, it tells only of the
implications of avaxlable information about the past. These impllcatlons
are connected with the -future. through a logical- framewor'k nce, .the -

, utillty of ‘a forecast for decision making purposes depends the validity-
of the. logical fragework it uses, and- the extent. to which it extracts all -
"the.  #mplications -which’ are. contalned in the body of available informatlon "
We have- attempted to identlfy the body of available information. and

- develop a logical <{ramework alloulng us to -use- the information to predlét

future growth of crimlnal Justice telecommunlcadﬁons tnafflc. ' € .

¢

e A =% - SRSV

Q




77-53, Vol. III-

-Our basic forecasting framework postulates that past traffic
growth is caused by two factors. The first is an increased demand by

.the users and the secqhd is communication system improvements. We assume
‘that growth in traffic due to the first factor will continue in the future

as it has in the past. However, growth in traffic due to communication -

. System improvements will depend on the rate of future system improvements.

Our estimates of these two components of traffic growth are combined to
form the prediction of total future communlcatlon trafflc levels into

existlng data types.

~ . P
- -

-a. . . . | _ ) - - ) ‘ . i . -.'_ .~‘“ . o

"3.4.2 Input Data

' . :

Data descrlblng past operatlons of the state criminal Jjustice
telecommunlcatlons system included past traffic statlstics, past network

conflguratlons and_past operatlonal procedures. _Recall .that. tnaffch--m_uA

" statisties obtained from states were used to determine the total .number. of

communication messages each month and total transactions each month durlng
the years 1971 - 1976. 1In addition, these aggregate monthly traffic C

" figures were broken out by message type and wherever p0331ble by user

agency-.

Data on past network conflguratlons 1ncluded location, .con-

_'tent and size’ of. data files; communication line configurations and’
capaoltles-'and lists of all user agencies and their ,means ‘of access- to
‘the state telecommunication system. An operational procedure affectlng

- traffic was the Policy regarding the automatic generation of messages. from

‘the state computer to the National Crime Informatlpn Center malntalned in
'Washlngton, D.C. : : :

a
-

. . . _

'3.#.3 : Data Analysis

historic trafflc statistics were used to- establlsh the’ past
growth pattern of communications traffic. Growtb in traffic <in Texas,
shown in Flgure 3-3, was characterized by perlods of fairly sbable growth
rates, however, there were erratic perlods where large 1ncreases 1n ’
traffic occurred. The sudden increases in traffic were” caused by

-

improvementis to the communlcatlon system. . The follow1ng lmprhxements were

'”identlfled' A L

e rh

(1) Addition Of new users
f(2)~ Addition of néw data filesf_if;,> SR

T (3) The substltutlon of high-speed communlcatlon llnes for
A low-speed llnes and new termlnal equlpment,lﬁ

e
- \ « - - -3

-(4)"~ The formatlon of reglonal 1nformatlon systems ' d Lo

,

-
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" Figure 3-3\.\ . Texas Past Communication Traffic Growth =~ - °

Since these increases 1u\iraffic could be tied to speclfic communication'
system improveq'hts and were short term in nature, it would be 1nappro-
priate to- pro;ect ‘such increases into -the. future.' It thus becomes

-

necessary to factor .out the\ impacts on trdffic of these improvements to R

the communication system. The remaining growth component is categorized
;as baseline growth and we see\lt as being principally c%:sed by. : '

(1) Increased utiiization of existing serv1ces:”~'
RV -';: ¢2) | Populathn and\personnel increases .
(3)" Tralnlns- -1 }\}, T : :J". ;’f'a'~u‘f " ii
N R L . :

Basellne growtn vshown in Figure 3-4
the future as- 1t has in the past._'

for Tekas, is assumed to continue in

:_63C}.‘; B f.h”--':i
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3.4.3. T Past System Improvements. To obtain baseline grjwth statisties, -

we had to establish a procedure for quantifying\ the impacts dn traffie¢ of
communication system improvements. Our procedure assumed that the traffic
impacts of system improvements were independent of one another. We )
recognized that in the real world this is not the case, but were confident
that the errors caused by non-independence would be small. As an example
assume that two system improvements occurred simultarieously and were the
;conversigp of low-speed lines to high-speed lines and the addition of a
new data base.  To determine the increase in traffic from a particular
user caused by the high-speed line- Upgrade we look at the user's traffic
‘Just before and just after the increase. The increase is taken to be
caused by the line upgrade. However, a portion of the increase is due .
to traffic into the new data file. However, during all periods the portion
. caused by the secondary effect was sufficiently small that it could be
~ignored. So errors resulting from our assumption of independence are
small. Procedures for determining the impacts of each system improvement
“are now discussed. .

a

o 60— . —
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Texas has added new user agencies to 1its communicationa

.system over the last few years.
added within each three mcnth period from 1971

We collected a list of -all new agencies -
-~ present.

traffic caused by the addition of a new terminal was obtained by measuring
traffic- levels from the terminal in the three-month period after it had

~ been added..

considered to be the traffic increase..

The average of traffic over<this three-month period was

¥Where these detailed traffic data

. were not available for each month, we took the first month these
_statistics were available, and for all terminals added between the last

'set of available st
assumed to be the m

age volumes reported by the statistiecs.

the .increase in traffic was
In Texas,

and this set,

- ' traffic. statistics broken out by user were available only for February:

1974, February 1975 and all months after May 1976.
‘the period January 1973 - June 1976,

In Texas looking. at
approximately 11,000 of -the neW' L

messages could be attributed to the.addition of new users.

When a new data flle is added
—two or. three months of rapid growth of traffic ‘into .the files followed by

a stablllzatlon in traffic volume.
" that we consider the impact of the 1mplementat10n of a new data base.

“there is generally a péeriod of

It is .this sudden 1ncrease 1n traffic
i

T -

» example of traffic volumes into -a new data file is shown in Figure 3-5.
- Traffic ‘increases occur rapldly durlng the first months of operation of
the TCIC data files and then beglﬁtto dlsplay a ‘'somewhat normal .growth

‘pattern.’

.The’ 1ncreases due to addltlon of data bases in Texas accounted

for approxlmately 18 000_new*messages per day..

Texas orlglnally deslgned its state crlmlnal Justlce
telecommunlcation system with- low—speed teletype lines.

The state has

‘'upgraded a portion of these lines to high-speed.1200 or. 2400 ‘baud llnes.

We define 1ow-speed lines to be. 300 bYaud or slower.

Termlnals serving

low-speed ‘lines -are ‘either. oclder teletype termlnals or hard copy prlntlng

terminals. -
tenminals.,

3

COMMUNICATION MESSAGES

<~ INTO TCIC FILES, thovands -

— d‘
Y 8

A -y

{

Figure '3-_5;

W

N
>

8

“TCIC FILES

J J ASONIDUJFM A'M
‘ 73 7 2

Example of New File Traffic -Growth

N .‘“_\‘-' o

%

The increase in -

ngh-speed lines are 1200 baud. or faster and are served by CRT
Texas does not use llnes of between 150 and 1200 baud. -
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. The impact of past conversions to high-speed lines is measured
by taking the difference in traffic the: month before the upgrade and
the month after the upgrade for each affected agency. These increases
range from.12% to 200%. In Texas the.average terminal doubled its
traffic after conversion to high-'speed lines. . ' -
v . - - -

A number of larger  cities have receritly implemented-or are now
in the process of planning for the implementation of municipal or regional
information systems. These systems generally consist of a Aocal computer
which contains data files of regional interest and also switches messages
-into the state system. We have noticed an.increase in traffic into the
state system when these systems are implemented. Possible reasons for
this increase are° & .

(1) Agencies have more. terminals with which to acCess state

‘ o files K -

(2) Agencies w1th no previous access. to the state system x

=

v now have access to a regional system that allows them
access to state data files ' ) . ’
(31;' Computer—to-computer communication is now available -

. between ‘regions and the states _
T \' ' N
" The impact on traffic of regional information centers was again measured -

by examining the‘differences in traffic before and after implementation.:

The effects of all the above system improvements in Texas ‘are

summarized in Figure 3-6. In Texas slightly more than half the growth .
could be attributed to baseline growth. In-Texas the addition of new data, L

" . bases, the addition of - new users and the conver31on of high-speed lines =~ - %

-f3,u.u_: - .Traffic Projections , ’ -

alyl had .major 1mpacts on. traffic. . . o - , ‘ -

3.4.3.2 Past Baseline;ﬁrowth Calculation of baseline growth began

by using as input the total monthly historic communication message levels. -
These statistics were -then averaged over three-month periods giving
average message volumes for the four quarters of each calendar year.

We then determined the component of each of these quarterly message

. volumes that could be attributed to the communication system improvements

discussed above. Traffic caused by system. improvements was subtracted

‘from total traffic. --The remaining traffic for each quarter was then-

plotted (see Figure.3;4) and served as a measure of baseline growth. -

&

_-' E . ? . t

. The prev1ous section dealt with establishing past growth
patterns.and our attempt to relate portions of the past growth to com-
munication system improvements.- "We will now use the knowledge gained
about the’ past to pred:ct -uture traffic levels.

317 s
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. TEXAS
197321976 - o
HIGH SPEED LENES ' :

e  BASELINE - - 10,200 msg/day.

~ GROWTH . REG COMPUTING CTRS
54, 600 msg/day 3100 msg/day :

3%

NEW USERS -
~1T1, 100

NEW DATA ) )
BASES - ) -
20, 700 -

N
P
"

- :. Figure 3°6.. Distribution-of [fraffic Growth Sources
y .‘ ) ; » y . . . . ‘ R - 7 . -_t ' . ‘“ ] ‘ 4:‘_--‘ ) A | -

3. MJH'1 Future Baseline Growth Recall our bas1c assumptlon that

basellne growth will continue into the future as it has in the past.
Past baseline growth curves exhlblted the fbllowlng characteristics: _

»

(1) A long-term increase in traffic

(2) Seasonal effects due pr1mar11y to procedures or customs

(3)" Perlods of relatlvely‘slow growth.

Gsing these characterlstlcs we construct the fbllow1ng basellne growth
model.- The long-term increase in traffic will continue into the future.
- Seasonal effects may continue into the future but will have no 1mpact on '
’ 'system .design because although these effects have been to cause excep- __
‘tlonally low traffic levels during some months, the system must be de-
signed to .handle the loads during peak traffic months. We will thus not

include seasonal effects in our future traffic model. - &

We explain perlods of slow basellne growth as belng caused by
one of two factors. First, growth may be slow because the communication
system is near saturation. Users experience deterioration in the level of
service with the primary effect being an increase in the waiting time fbr.
a reply .to an 1nqu1ry. Second, growth may be slow immediately following .
an upgrade because of sub standard system performance while the 1nev1tab1e

[Kc T "‘3-'1‘8'_ 64 o _j

wll Toxt Provided by ERIC '
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.problems of a new system are. corrected, and reduced agency utilization
while users familiarize tnemselves with new operating procedures.

.Texas baseline growth ‘displays a period of slow growth through
the second and third quarters-of 1975. - Consistent with this slow growth
trend is ‘the fact that in the third quarter of 1975, a number of system
improvements were made. These included upgrading:the Austin Switcher and
adding a second communication Lineabetween the Dallas and Austin Sw .cher.

8 Response time deterioration caused by exce351ve demands for
'service is-shéwn in Figure: .3=7. Notice that response times stay relatively

- constant as transaction volumes build until a critical point is reached

(about the 80% utilization point). Response times then degrade rapidly.
The response time profile just described is consistent with the response
time of a central proce551ng computer as transaction volume grows.

Rs

. O
;;,MM_MW_In Texas._ the criminal justice Lelecommunication s em,iscnot

‘completely centralized. Data base computers do not provide switching
" services and there are .switchers™in three locations distributed throughout

the‘state. These switchers and the lines connecting them to each other
and to the data bases handle large volumes of data and thus have high

' ytilization 1efels; Texas also has two completely separate data base

computers. - Thus, because of its distrfbuted nature, response time is not
easy to characterize 1n ‘Texas. A single message depends on service from
a number of components ‘that might be .overloaded and different message
types require service- from different components. For example, in July -
1975 the throughput capacity of the Austin switcher was increased and a
ST 4

, I T T I T T
) » . . -
o | y
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- »" —
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2 - l . L -
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Figure 3-7. Typical Communication System Response o
T "Time as Function of Traffic Volume . .
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.second high-speed communicatlon ‘line was added between the Austin Switcher
and Dallas. This was done to reduce response times to system users served

by the Dallas switcher. Any traffic saturation occurring prior to this
upgrade - was only affectlng those termin ) served by the Dallas switcher.

. . . We will now use these pastA ic base11ne growth character-
istics to predict future traffi¢c volumes. ™ e Ty C

, We have developed a- prowth'projection model that predicts
average dally traffic volume for each of the next 20 six-month periods.

The model assumes that growth will be caused by three factors. . They are:
basellne growth 1mpr0ved communlcatlon technology, and new users and dataﬁr

bases.. -

we assume basellne growth w1ll continue - lnto the future as it

nas in the past. . In Texas past baseline growth dlsplayed an S- -shaped ’
_curve with growth being slow ‘before and after system: upgrades and linear . "
betwectn these periods. Since basellne traffic growth appears to be de-

pendent on available system capac;ty it becomes nec€fsary for us to make
assumptions regarding actions to be taken by the state when system satu-
' ratlon 1s reathed. Possible actions are:

1) To increase capac1ty before saturat1on is reached to

avoid inconvenience to uqers and allow unconstra, -
N growth
12) To wait for the first signs of saturation and tnen in-
‘ ~ 7 crease capacity -
(3) To delay for a substantiz’ perizc any upgrade even -

after saturation is reache=

(4)  To fix aé%imit to growth and not upgrade at all.
In talking with planners in Texas,.the second acdtion seemed the most
likely. State planners belleved that it was not possible to increase N
capa01ty before system capa01ty was reached but did indicate that fundlng
necessary for increasing capacity could be obtained quickly when
,_deterloratlon-ln response times was notlced. .Thus the shape of the future
qﬁbasellnefgrowth curve was. assumed to-be bas1cally linear, with a. slow;ng of
trafflc before and affer system upgrades. .

.

_ " Our assumption concerning possible actions regarding system
upcrades is a critical one.  If states -decide to delay upgrades for a
substantial period or: te fix a limit to ‘growth, then our -traffic pre=-
dictions will be substantially high. However, if states decide to
increase capaelty before saturation is reached, errors in our prediction
will ‘not be. as large because decreased traffic growth periods have

been assumed to be short term.

To project future baseline growth we fit past baseline
growth statistics with regression lines and minimize the least square
-errors .- A slow growth line and a fast growth line are developed.

-

- N _/,\-,_' % e, coL
= . . ~ -
. - . .
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Then, using o knowledge of present system capacity -and
assumptions on delay before capacity increase and magnitude of capacity

increase, we can project these baseline traffic”growth lines forward. - ’ -
Figure 3-8 shows our baseline growth projections for Texas. . )
~ <
| Y ‘: * -
* _ . 2 1
e ' .
‘ >
e B
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S 3.4.4.2 ‘Future System I@provements‘ In addition to increases in

traffic volumes caused by baseline growth there will be increases
caused by communication system improvements The future implementations
of the following communication ‘sSystem improvements and their impacts

4

on traffic were considered. : : _ . X

- T

(1) © Addition of ngw users C - .
| (2) . The substitution of nigh—speed communication lines for
~ o low-speed lines. and new terminal equipment

(3) . The formation of regional information systems
(4) 'fThe 1mplemen§atlon of Moblle Digital Termlnals (MDTs)

\f?’ . (5) Procedural message handllng changes., f_ 3.' ‘-gﬁ

‘ e
e e —_—

Informatlon concernlng 1mplementation plans was obtalned from state . 7 . ,
planning personnel and . there\ls considerable uncertainty in thelr;future N
Scenarios. However, we did attempt to talk with as many people as pos- |

k. 7}
T

: sible to gain the- nost complete understandlng oft the states' plans._ P

: Texas is currently in the process of replaclng all low—"' .
speed lines with hlgh-speed lines and is planning to procure new terminals .
to serve these high-speed lines. * Each law enforcement agency will ,gxé
decide whether it wants to join the state telecommuynications system. ST

- Texas expects all of the approximately 400 agencies served by -the system

to continue as users and- is.also planning for an add;tlonaf—100 to 150
new user agencies. Using a minimum populatlon/crlterla, we. 1dent1f1ed
-133 potential new user agencies in- Texas.

- -

Texas state planners expect these new users to Jjoin the com-—
munications syst n late 1977 and early "1978. Potential traffic levels
from these/new terminals were calculated by using expre331ons developed

or—traffic dlstrlbutlon which will be discussed in detail in the next

/////ectlon. These expresslons relate user.characteristic’s such as population

'/-.:

served and number of personnel to communication system traffic. We
determined that by 1978, ~ some 7 300 messages per day w1ll be comlng from

‘or golng to these 133. new user agenc1es. ) _ .

—

Texas has. plans for c0nvert1ng all remaining 1ow—speed .

—communlcatlon lines to hlgh-speed lines. - We have estimated the effect of L

this conver51on by assumlng that traffic increases in the future wllyfbe-'
similar to traffic increases resulting from past line upgrades. Recall
that there was a doubling of traffic in Texas when lines were converted
from low- to high-speed. Texas plans to complete its converslon by late

‘1977 and we have estlmated an’ 1ncrease of 31, 300 msg/day._f

Texas provided plans for the future implementation_of local

automated information systems or improvements to existlng regional
'systems. New municipal systems are being planned for.the Waco, - Garland,

and the El -Paso Police Departments. Increases of approxlmately 1,000
msgﬁday to and from -the_ state system and each of these departments ‘are
axpected‘after 1mplementat10n lmprovements to the Tarrant County

-2

- . . h T e
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Jud;clal Informatlon System and the Houston Clty Computer system are also

data files to agencies. in adJacent counties. Acceds wmll be- throughhthe

tstate telecbmmunlcatlon system.. Tdrrant County - expects approxlmately*

1,000 /of these. msg/day-. Houston- zs plannlng a maJor upgrade ‘ofits system
ition of many term;nals/ An - 1ncrease of

.

6,000 msg/day 1nto the-state system is expected when thlS upgrade 1s

dlspatchers currently serve as the llnk between officers in ‘their patrol

ﬁfcars anc the states' law enforcement data bases.’ Offlcers must Zain the
5:attentlon of [the. d1spatcher gnd verbally relay the 1nformatlon necessary’

for a transaction into. the. data,_. files. - "Responses must again be verbally

transmltted between. dlspatcher and offiicer. Termlnals -are-available that
- can be. installed in patrol cans.alloW1ng the officer to enter and re-

ceive xnformatlon directly. from data bases. The officer utilizZes a key—'

board to enter 1nformat10n .that is then tramsmitted dlgrtally from -
-patrol car to ‘dispatcher statlon and . then for rded automatically -into
/the data base. ~ The response’is again automatically. forwarded from-dls—
,patcher .station to patrol car and displayed on a read-out: device in

the patrol car. Moblle .digital terminals thus relieve daspatchers of :

a portlon of thelr workload’ ease commumication channel congestlon, and -

‘fagilitate easier access to, " and faster responses from, central data

bases. It is thus expected that communlcatlon message volume will ‘in-
'prease when- moblle dlgltal termlnals are added to pollce VGHICleS("
. - - . - » v .

L '+ . In spite of the’ advantages mentloned-above, the SPPead of

rmoblle dlgltal tenmlnals has not occurred as rapidly as, expected three or
;four years ago.. The primary reason is cost.. These in-car termlnals ¢cost
between” $3,000 and $5 000 per un1t .and municlpal pollce—departments find
it hard to generate "needed funds. In. the past, significant fundlng for
.mobile digital termlnals (there are, currently approx1mately 1,000 opera-
tlonal units. throughout the - Unlted“Statesfnﬁ%me from the Law-Enforce- ' o
‘ment A551stance Admlnlstratlon (LEAA) which - funded these units as a. part
of -‘an 1nnovat1ve proJect. It is unllkely that LEAA will continue - to
prov1de funds at the prev1ous lével for further mobile digital - terminals.?”

< Thu$ mumicipal police departments must evaluate the performance of

-;exlstlng in-car termlnals and determlne whether moblle dlgltal termlnal

beneflts outwelgh their costs., . . C Coa .

| Clearly the future of MDTs is an ‘uncertain one. ' To-aid-us in . -
forecasting future 1mplementatlon we spoke. with state planners,. mun101pa1 o

5pollce depart=cat planners and moblle digital terminal vendors.  _These

3Texpected to- increaseg trafflc. Tarrant County plans tojzallow access to- 1ts__

) com leted . , _ e e
sempleted. o LT e ‘.__:fv_
» L In conversatlons wWith munlclpal pollce departments we learned
that there 1s conslderable interest in mobile digital terminals.: adio . -

L’.'".

>

scurces agﬁeed that the large municipal police departments would . - .° 0" ;5"

ultlmately de01de that MDTs were cost effective and equip their patrolk:’
cars wWith them.’ However, ‘we, assumed that only cities with populatlons of
500 ‘000 or larger would purchase ‘MDTs by 1985. o _ 2 2

--“‘_3 In Texas we assUmecynplementatlon of MDTs w1ll begln in. 1980»?
and will be completed bty 1984..- We predict that 23, OOO new msg/day Will

~-come as a:fesult of -motiie d1g1tal termlnalsq_ . 4 e
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‘ It is apparent by ‘the -size of the increase predlcted and the'

uncertalnty 1n the future of MDIs that this is a p0531b1e ‘area . of sub-:-
:stantial error in-our ‘traffic forecast.» If in the future it is determlned
that growth-in MDTs 1is slower or faster than we predlcted adgustments
should be made to our trafflc fOrecasts. . : N

~

A e

C .

\-& o T

There is. -only" one procedural message handllng change foreseen.;'

in the future that will lead to- increased communication traffic being
transmltted over state criminal justice telecommunication .Systems: ' This”
1n olves ‘the elimination of . direct lines between mun1c1pal police o
parbments and the NCIC data .base in Wash. agton, D.C., Currently, in
Texas; the majority, of messages between the Dallas.Police Department and

‘NCIC 1s transmltted on a direct ‘line between Dallas and Washington, D.C. . < -

However,

- and are never counted. as belng transmitted over the ‘state: system must:aow

the NCIC is planning in. th- Tuture. to allow access to its data

.files. from only one port imnm each state. Thls port will be ocated at the
central site of the state telecommunlcatlon system which is Ahstln, Texas S
Therefore, messages that currently are.golng dlrectly from Dallas- ko NCIC

first. travel over the state system to Austln and. ﬁrom there be sent from

Austin to hashlngton, D.C. - We ‘assume this- Wlll occur in late 1977F. .. ..

Accordlng to_ statistics maintained by ‘NCIC there are. 13, 800 msg/day to -be
added to the state-system when the direct Dallas-NCIC line 1is e11m1nated

messages per day and show the expected 1ncrease in ‘traffic. res&ltlng from Tf

-

TabIe 3-1. summarlzes the - predlcted increases in trafflc caused .

by communlcatlon system 1mprovements over- the next 20 31x-month periods.
Designation 77 represents ,the ‘middle 31x4months of 1977, Aprll-October,

_while 77/78 represents thaflast three months of 1977 and the first three o
months of 1978. . The trafflc increase numbers are- gLven 1n unlts of °

each system lmprovement that occurs in- each szx—month perlod

o !

!

S

,.‘

It 1s§of 1nterest to note that the largest trafflc Increases

‘will -result from the conver31on  from low-speed to. hlgh-speed communlcatlon

lines and ‘the implementation of mobile~digital- termlnals. in addltLon,
Texas dis- fa01ng substantial trafflc 1ncreases due to system 1mprovements _

over the next few years.

-,

D S e
-
“.

’b;can be applled ‘in

-\iﬂ(S) anetermlnatlon ‘of the magnltude anq the tlmlng of p sﬁ

- T

°These.j};; _ques used for proJectlng trafflc growth forward
ﬂ?ﬁé% states be31des Texas. " The - basie: steps are',f‘\'

DR - GfE]
(1)*"Ajg%y31s of past trafflc statlstlcs ‘to de;ermlne the' -
hlstorlcal pattern of total- system trafflc growth e

R

”-(2)'7**‘termlnatlon of past systam 1mprovements that would;

g‘unpact traffic growth U B {QQ;};;m.

a-

‘1ncreases 1n trafflc caused by system 1mprcvements e
_.-., o e | . : .- . -

b-fﬁéﬂi;; Determlnatlon of the hlstorlcal basellne growth curve,
-\ by subtracting traffic’ 1ncreases due - to. system lmbrove-cﬂi

o

ments from total tpafflc 1ncreases ’_J, S

& - - . - . -,

A

. o3zl Ll R i_,_ et
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Future Traffic ;ncreasesgdue to Communlcation System
Improvements (Unlts are Average Communlcatlon Messages

‘ peﬁ day. )
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SENE S - .
. QSJ- 'DeterminatiOn of future baseline growth by proJecting
U '-'the baseline growth Iiane or curve forward. _ Assumption

-concerning future system capacity are f'actored in her
o o - [ .
-(6)_}'Determination of future system improvements
oo ... .. impact on ‘future traffic. Both the agnitude of
... . % 'traffic inérease and the implement ion’ schedule
Lo BETEE ~-be’ predicted._f. IR S

—~

T F 7 A7), : The. lastostep involves" adding together future baseline

':-traffic and. .traffic. due .to. future system improvements -
- to obtain the forecast for total future traffic into
"*j’ * x,existing data files._ '-f-pzt- R . S
i Recall 'that there is. a third growth component which is grcwth
to ‘the addition of new data types.: Sectioqgu-Will discuss new data.
;traffic and in Section 5 we will delineate- the methed ‘used in

_ combining .all three growth components to generate a total future traffic
'rlevel forecast S . . ) . . .

- “

3.5 ?”-L TRAFFIC DISTRIBUTION MODELING LT
©3.5.1 . 7 - Approacn - 'LTME . < . | Lili,,
= f-'}.m“i-' ‘ Once total. communication message volumes are known - we-. must

;users, @ matriX with T85,761 entries is required to-describe traffic )
volumes sent from every terminal to every other terminal. “1.-;., ~§:g:“

S

“To avert this problem we begin~the traffic distribut -fask .

then eliminate ‘all the user- pairs for which there is-very little traffic.-
Our . next step:-is to determine the. number-of messages into and aqut of ea¢h -

-~ user agency. This is accomplished by determining reldationships between -

- user agency characteristics and the amount of communications traffic sent
Qrand received by the : ency.' Once these relationships .are developed -the

_ each current system user: ,

-final step. involves using these relationships. to. predict future traffic

distributions

a

5.5.2 " Input ta o S L ' — L

,fﬂ~

: determine the distribution of traffic among system users.: Ideally,*we ;7A .
g;-would‘like ‘to . know the amount of: traffic .sent from every user to “@Very N

,',other user."waever, this is not possible Simply because of the large
“number: of sys userss .- For example in Texas where there are 431 system ;

 by-identifying  the major direction of traffic ‘flowon the: network. \ We can

Data required for the traffic distribution task included, fort"

~ . -

-~ . .o

(1) Number of communication messages sent and received

""f - B

(2) User characteristiqs

i"fﬂf f‘*i;_'f . . (a) . Population served L 'L_inf»;_;;ﬁf T
L S T o AR
» ??ffﬁfn»:.ﬁ*viifp.*eri»leu':vﬂf_sfeg;'af» L
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S '-f;‘ _ ﬁﬁl_f (b) Numben of personpel - "",' LA
R '(cxv, Crime rate . T

» w7

! (d) Agency type

s?a o IR T

S $§;§?- ‘;/

f'l“-._-_“

Ge)‘ Type of commun%cation'line. S
. . ; : : : A -
Communicathn-message volumes were obtained from automatically gener:ted
fstatlstlcs descrlbing sxstem performance in Texas., The latest avallable

'ﬁithree months. of - message—@olumes were” averaged ‘to reduce the effects oﬂ
;abnormalltles 1n one month. L T e e L

. \m_;. _ L ‘ . . . :
. Informatlon concernlng user characterlstlcs was generally
Vavallable.. .Sources-included user surveys,~Un1form Crime Reports, the
statexsurvey; and ‘state almanacs.» ¥We had the most difflculty obtainlng
data &n -the number of personnel "The compllcatlng factor was that often

- ﬂ'%iéggency with a terminal into the sState. Crlmlnal Justlce telecommunlca-

system will provide service to-adJacent -agencies that do not have
~their . own terminals.w Thus . the user survey - asked respondents to. report the

“'gnumber of personnel requiring 1nformatlon avallable over the state . - -

" eriminal Justlce telecommunications system through the respondlng agency.ﬁ»

‘.Not all user -agencies. in the. model states ‘respéndex; -to ofr. survey but

for* t:.ose. agencles not respondlng we .wWere able to- obtaln data on- the

3ﬂ:number of personnel employed from the Uniform Crime Reports. However,-h'

_fbr these non-respondlng agencles, we were unsuccessful in determlnlng
.whlch agencles with- termlnals were serving agencies- w1thout termlnals.

"Thus.. for those agencles not respondlng to our survey, there may be

>

';errors 1n the number of personnel statlstlcs., : o _ -

- [

' _ f,Addltlonal data were required concernlng ‘changes 1n ‘user
characterlstlcs that -would affect future traffic- dlstrlbutlons. We * TN

. -

- assumed that population, number of personnel and crime rate uould be

_assumed to be. converted to. hlgh-speed 11nes by 1979-*

distributed in the future as they are now. However,'we did account for

~ future changes in communlcatlon line: types._ All low-speed llnes were

~Xa : Also, the number ‘of agencles served by the telecommunlcatlons
system was increased if the state expected to add new agenclese‘ User.
characterlstlcs were collected for the new agencies.so that estlmates
could be made of the future trafflc to and. from each new agency. -

."'

-
"" .

\3 5 . 3. f”A Data Ana1y51s B 'y . R o . L ;:
.'3 5.3.7. . enéral Traffic Flow.' Trafflc flows can be determined by .

examlnlng ‘the functlons of theé- state~cr1m1na1 .Justice telecomanlcatlons .
system : They are:. : , - - T

¢

(J) To prov1de access to 1nformation contalned 1n state

e %data files o fg_ . . . .,
;iy;f(é)}i’To allow for general dlstrlbutlon messages—to be
’wii n_msent to law enforcement‘agedcles 1n the state'-'g;
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_(3)f To allow. fbr communication between two law enforcement
agencies.:,;‘ R .. . ,

< . B ‘

) Approximately 901 of all messages in Texas were data base related Thus

the major - traffic flow involves messages from users to data bases and the'
subsequent response. "In Texas. the‘major data bases are currently located
“in Austgn, however, access-‘is allowed -to ' a. 1imited number of state users’

‘; into the Dallas’ City and Dallas County regio data bases.u San Antonio ;“

-t,,-;;; SETRRY general distribution message is issued 4hen an | agency needs'ﬁ

._"

-also-has- plans-to allow -state users to acceSs its city data base.f Thus ‘We
must establish traffic flow between eg h terminal and multiple data bases.gA

to pass ‘on” infbrmation tos many other agencies.* Generallz states establish N
sectors and allow usens to- send a.meSSage ‘to- all user agencies’ in. the -

o appropriate sector -op’ sectgrsl~ A general distribution message sent to all

system users and- ca.lled an.Mall. points bulletin". message generates ‘a large h

. volume of traffic So. operators of’ the state . telecommunication system .
. review the. message befbre it is distributed -In Texas APB’messages must
also come - to«Austin fbr approval -.However, general distribution messages

. _, originating from agencies sefved” by the~Garland ‘or. San Antonio ‘switcher
~.'and’ ‘only going to ‘'otHer agencies served” by the :Garland or. San.Antonio
;Qiswitcher need not travel-to Austin for approval._w .

Administrative messages ‘are.: free form messages sent between

°

o *one user agency’ and another. In Texas the message goes to: the nearest .

u"f;‘switcher which sends it to the appropriate agency.l___ - .

—— ', ‘The only way to completely describe traffic flows on’ the state‘
networks is to. identify the amount of traffic ‘going from every - terminal to
every other terminal " Recall, however, that this becomes impractical

. because of the large ‘number of system users. Using our knowledge of -
: traffic ‘functions and major traffic’ flows, we can reduce the size of the

traffic distribution matrix._ o -

' ;Ep.describing traffic flow we must: insure that our. distri-f'
bution matr presents traffic statistics that .can be used by the design
team to test the: major. design parameters which are._ D

(1)-n5The number of switchers 73 ' lf"f B o o '{i Coa

(2) The switcher l%Fations :1..$-17
(3)‘1fThe communication line sizes

o 55;;(4)j;jThe communication lige configuration._‘,;_

Thus for example, ianexas we'. should not attempt ‘to describe traffic
between users and the San Antonio switcher because~our design tealh will be
examining options where there- is.'no switcher located in-San Antondo The‘
location of-data ‘bases’ is.not a: deSigh parameter 80" we can assume data
“base locations’remain - unchané%d ~Also,. we,wilg,assume that’ there will: be
switching capacity located at the*state capitol"'Keeping these design -
parameters in mind we NOW. discuss methods—for describing’ “datsz base
messages, general distribution messages, and administrative messages.g3i

s e "'.-.’ . ‘ I - ) . )-wq . B .

' M"\\\
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. - Slnce data base location 1s not a. design crmterion the'
‘number and’ locatlon of data bases is fixed. -We can thus describe the .:
number of messages between each user agency and each data base. -Thus, -
fcurrently in- Texas where there are data bases located in Austln, Dallas:
‘and San Antonié and: 431 user agencles,'a 431 x 3 matrix is requlred.r ‘
I 75 Messages into’ the NCIC and NLETS natlonal systems havghflow
i characterlstlcs similar to messages 1nto “the entral data’ base. Becall
'j"these messages orlglnate from a user agency, §low into. the. state capltol
.- are’. swltched to- the ional system, return from the natlonal system to_
.- the’ state.capltol flnally are switched back to the original user ~
Zagency. _Naslonal traffic- between: .users and the - state capltol and ' Z
between the- stag; capbtol and “the. .national. systems is treated’ as trafflc
. betweeﬁ'users and -the central data base.- Thus-NCIC and NLETS are con-'~'
@‘st1dered to be system users.,, SR U _ : R

.’

: General dlstrlbutlon trafflc and admlnlstratlve trafflc are
both dependent on. the location and the. number of switchers. " To describe-

N accurately these - message .flows. we- need to know the exact communlcatLO“ ‘
system conflguratlon. In addltlon, since these are. messages between
-agencies we, would requlre the complete orlgln - destlnatlon traffic matrlx
‘to. descrlbe trafflc dlstrlbutlon. In order to av01d the need : for thls

'-1nformatlon -We: assume. A S T RN

(1) " General’ distribution and admlnlstratlve messages flow
~as do data base quenles to the state capltol :

(2) - Each user agency -sends- the equ1valent number of
admlnlstratlve messages that it recelves S :

o~

(3) - The.ratio of: general dlstrlbutlon messages sent and

. ... received is ‘the same for all user agencles and is equal
. SR to the system-ulde ave age.- R : e D
These . assumptlons obv1ate the need toaseparate adm1n1strat1ve and APB
‘message- types from data’ ‘base message types.- We need only report the
amount of commumication traffic between each system user and each data
base.’ . Admlnlstratlve and general. d1str1butlon messages are included in
‘the -count of messages between user agencles and the central data base...

’ These assumptlons “of- course, lead to errors 1n the descrlptlon of trafflc

flows ..

‘ Flgure 3-9 shows a ‘user- agency that communlcates-w1th the AR

. state capitol .via a reglonal switcher. CAn admlnlstfatlve ‘or general o 'f‘
: d1str1but10n message would travel.from the user to the reglonal sw1tcher

: - and.. then be sent out  to the appropriate reclprent(s) _We -assume, however,
‘15 that the message is sent from the regional switcher to the state capltol

"and dlstrlbuted ‘from there. This leads to an-overestimation of traffic on.

.the communlcatlon line between the" reglonal sw1tcher7and the state- l

capltol. ‘An’ example . of the magnltude of ‘this. overestlmatlon can be. =

- obtained by examining traffic on the-ex1st1ng Texas system Actual

traffic cn the llne.between the Dallas and Austln sw1tchers lS 36 000

msg/day, whlle u31ng the’ above assumptlon we; would estlmate trafflc to be

4%\000 msg/day, an 11% error.: We feel thlS error 1s acceptable because.

- L e e ':' : T
- . SRR N . X »'- ) . - . -

- .

'EKC“ R 3'2975,

et Provided by ERC . el . - PR S ) . Coe e
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Z'/{' B 'Fiéﬁfe‘3~9.‘ Communlcatlon System Conflguratlon Wlth v ,:'jf‘fifl o

- Regional’ Switcher .

4

Overestimates of traffic will occur only on lines

(-

’“f;{fi;7*-f " . between " reglonal swltchers and the state capltol.f~f

(2

There is a low_probabxllty that overestlmates will
affect communication system design.

-

If ther'e are design errors they wlll be ‘in the dlrec-
,tlon “oft excess communlcatlon capaclty.. SRR

(3)

= - - . Ve should -mention that the above error could be- a11ev1ated if .
in reportlng traffic from each agency, admlnlstratlve and general.

distribution messages were reported separately. For- any propdsed system

‘configuration, a closest smtchef- could' be identified for each user agency

and traffic could be descrlbed as flow1ng from the user agency to this
closest switcher. An unattractive feature of ‘this. approach is that- the
design. ogram would be required ‘to describe traffic between éach terminal

‘and - a varlable number ° of locations which would be! dependent on' the number

. .of* switchers.
'assumptlons were sufflclently 'small so. that the ‘added work requ1red for a’

- more accurate descm.ptlon was unnecessary. : _ Y

It .was our oplnlon :that . the. errors assoclated with ‘the,

'AjE .
Flgure 3—10 shows exlstlng maJor' tr-aff‘lc ‘flows m. Texas--

’_ and NLETS have been shown as separate user agencles because of . their hlgn )

il

“traffic volume.

The number of data base messages and’ adm1n1strat1ve and
general dlstrlbutlon messages. between_all user agen01es and the central
data base(s) are shown.‘--_ Trafflc ‘between user -agencies ‘and “the r'eglonal

data bases 1s shown and currently 1s small 1n comparlson to‘total trafflc. -

. . . P i Sl N T e Com i e . DT «N_-_ R "

.......

NCIC' SRR
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'3.5.3.2-:.  User Characteristies. = In order to;des1gn the. communlcatlon
llne conflguratlon and the line sizes, we must describe traffic ‘in e
‘'mére detail than- is shown in Figure 3-10. .The amount of trafflc between
each user agency and data base must be specified. Recall. that these .

‘statistics are available for the present systems and that we’ attempt L .
-to: establlsh relatlonshlps between" user agency . characterlstlcs and St
these traffic statistics 'so - that future’ trafficfdlstrlbutlons can be .
estlmated'- User characterlstlcs are’ agency type; communlcatlon llne;,t
type, populatlon served number of personnel and- crlme rate‘-' - :

\q

S : Agency types are pollce, sherlff state~patrol and all- othersk

-L'fThe category “otper" includes such agencies as university pollce

.- departments, ‘bureaus’ of. crlmlnalﬁldentlflcatlon and federal ‘agencies such
"~ as the Federal Bureau of- Investlgatlon the Drug Enforcément- Agency, the .
‘Internal Revenue ‘Service, etc. Dlstrlbﬁtlons of—user agencles for. Texas

"v?arexshown 1n Table 3—2.. T

MT

o 1:;”53"~ “Line types currently in use in: Texas are 75 blt/sec llnes,,110
;4;;blt/sec llnes, 1200 blt/sec Ilnes and- 2400 bit/sec" llnes._ ‘Designating - r\
- Yine types of 300 bit/sec or less-as low-speed lines znd line types.of
1200 bit/sec ‘or. greater as- blgh-speed lines, Iable 3-3 shows the current

. Figure 3-10.

Ex1st1ng Texas Tnafflc Flow, Average Messages per Day -'-‘_;:

illne type dlstrlbutlon for Texas.. '~ _:- - .. .
. s S o . ' B ~-
Pt — - o - . '_ ‘_‘-
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a

s

D;§tbibution’of;Téxas-Usersiby Agency Type“f' 1{ 

. . -

ra

Aéency Type

~';Num$§f of Users

5 Y

- N ’ . _.b. ’

~ Police Teriminals s | S 229

‘Other:Terminals = . . .. ~ _ 21.

ol o e S, _
Lo : D R A

'Sheriff ferﬁinéléfq-“ HAN -;-‘_:" L 135

Staté Patrolfféfminalsl:.-;if' . 46

’

_ATotai . .;l} - _" f.'{ 431'.

(23

. . R
- Table 3-3. Distribution of Texas.Users by Line Speed . - .
- R , 3 B -
s Line Type Number Of Lines -
s - Low-Speed . 4 1 - 315
S ‘High-Speed - . - - 116 § o
I ’ B z ' . »"‘ Tbtgl ’ . Ces / . o u31 Lo - .

+ agency

Coane

'~'¢'.
SR

: -r

ot

: — ——
ro L e T

.2

3=

.?ékas plams to reblaée'all low-speed~iines with hiéh;speéd lihes

ey

+  Table, 3—4 shows statistlcs descrlblng the three remalnlng

characterlstics. AT n

3

e
oy
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3
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- Table 3-4,” Texas User Statistics: Population, .
< . . 7 Number of Personnel, Crime -Rate ‘

L — ” . . &

& - - . o - . S

R ' Agency. -~ | fNuﬁbér'Qf‘ ‘ ST
_.Character- .7 Agencies T s ~ Standard .
" .. istic. . ~ .. Reporting Average Value Deviation =
- ‘Fopulation . = ..~ 347 C 3,472 i ,0.107,638
“¢. ' ‘persommel v - .~ -295. [’ A 236° -
| OrimeRate 38 . L 3,746 0 L 2,919

There is considerable variation in the characteristics o£ the agencies o
served by ‘these communicaxion systems, -especially in population served and
number of personnel as these characteristics have standard deviations
- considerably larger than their mean. To further investigate variations in
" user characteristiecs, . frequency'tables were constructed shoaing the number»
W.of agencies falling within population and persdnnel categories. (See
. Tables 3-5 and 3-6). ] « .

Tabie_3-s."Popu;ation DistributionQf Texas User Agencies

Pz

T Populafisn\\ _ s .¢;f\;‘i,‘.
o Categoryt. e N Frequency

Ll...r—

L .

-\ \

. o3
"o .'

$ of Total

72 - - _,f 21~ o R
— - 29 '

- .7 Less than'S 000 .
S _;», 5,000 ~ 10,000 .. - SO
) - 10,000 - 20,000 70 ¥ [

4
RS B 20,000 = 30,900'31, ;:»¢i~"‘nf 30 o ;
IR " 30,000 - 50,000 o+ 24 7 - -
... % 50,000 - 100,000 O ...:o.20 0 T 6
' 100,000 = 200,000 ., ", : - - T B o0 wl200 0 .
200, ooo.a«sob 000 - C L e N N
. 500,000+ -53i~1'-b - -3 R
* - Total a Le e v 3WTL 7T 100,
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;“Bﬁhble 3,6, -Number,of.Personnel_Distribution:of Texas_User,ﬁgenciés_

e - el
B A VU : T
- Personnel -~ - . - L . o
% - Categories . - . Frequency . % of-Total ~ =
T R ~':’ ] KT - — ~ - - -,

St = 7_u'_'Less
I 30

R a . v, 20.

than 10"

- 20 -
-30 .
<u0 .

'35&1‘
o 80
49 .

29

o

~

. and—dependent varlables.J

CBOZs0 Lo w2t g
SRR 50 -. 100 o o 36 o 12 e
ST 100 <2000 S A 22 . 7
B . 2000 = 500 - T . .10 oo '3 -
L OB00wL . e o LT 2 )
.7 Total .- . : 295 - J00
. .._‘ v.-_j-l;v.?'.‘.‘? -‘:-~ :“:"-ﬂ.- - - N 5 2 - Q ’ b
% 1In both states a large percentage ofy users are: small agencies

with 75% of all’ Texas”tenmlnals be1ng located in agenc1es serv1ng .20, OOO
or fewer peoole." : - ‘? _ _
-

-

User characterlstlcs clearly demonstrate tﬁe treméndous
dlvers1ty exlstlng between agenc1es served by the state ftelecommunl,catlonU
syspem. The" methodology used in-distributing traffic to these- drvense
agenoles is covered in ‘the next sectlon "}=\ :

3-5:“_. Trafflc Dlstrlbution R _?sf?"zs*:-fﬁl_ - ,,f';,in_lt i
‘;“’ ) . N Y 'I}‘- I ) ' e . . . . _\ . . N . '-.‘ _1‘ ~ -‘ - '-:7 . ] .Ah‘ . "-'.

/

355 H 1 , Regress1on Techn1ques. Regres51on analys1s 1s a. technlque E
" that identifies. potentlal functional relatlonshlps between independent

betueen the - dependent variable of theé” number of,communlcatlon messages .

and 1ndependent variables con51st1ng of dlfferent formS'of the parae;;gggf;~

]' N

;Pqpulatlon - POP

- - : : i vt <
- _L, 3- Personnel - PER§_,,~R st Tl |
- . 4 \\Q e A P S T
ASency Type AT L DT T e
Coevel T T T e N :

; L R A SR L

Communlcatlon Llne Type ﬂ-;;LT '.ﬁ.n_ e & , .
- Cr%pe Rate ,ffﬁR;'-; R 7-4f-]

“we ﬂons1dered the: follow1ng forms of the. above parameters 1n attemptlng to..

explaln the’number of communlcatlon messages between each user and the

data bases. e M IR v - ,h, cil T L
_ ) e - S P . . PR -

In our” case jwe ‘attempt to develop a. relatlonshlp-"

o« -
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POP - (POP)2. . . (poP)1/2 - POP = PERS’ ' . PERS « AT AT - LT - LT - CR
PERS . (PERS)2 . (PERS)1/2 . POP- AT PERS - LT . AT:CR - " '
AT .- (AT)2%  (AaT)1/2s  POP LT PERS - CR ' SN

;LT . - .(LT)2 - «(LT)1/2 POP-CR - - - o - :
£ CR .. ..(CR)2  (CR)1/2 Soe IR g

DR

- %

Doy The varlable -selection. procedure of stepw1se regress1on was .

:'applled ‘to. these 1ndeperdent varlables. Stepwise regressIQp 'selects from
" our total set of independent variables, those that. are: most™ hlghly ,
correlated wﬁth the number of communlcatlon mesSages. #t then utilizes -

" the standard" least squares technique to develop a functional relatxonshlp
_ between communication message volumes and.'the chosen independernt - .~ :
'yariables.. The usual procedures were ‘followed 1ﬁ§determ1nlng the best

;:coefflclents fOr the model relatlons.- (See Draper and - Smlth )

R /7J e T

. 3.5.4.2 Results:: :Like usen characterlstlcs, communlcatlon ‘traffic.

.levels vary greatly between system users. -This increases the’ dlfflculty
‘of the modeling task because even though we may be able - to explaln

_ a substantial percentage of the variance; the standard error of our
estlmate may be ‘high witfPrespect to the mean, . : .
T In order, to allev1ate thls problem we have chosen to d1v1de f'
the .user agencies 1nto more. homogenous groups in terms of 1nformatlon o
needs In Texas the following groups were formed.~ : oS

'1(1), - Police Departments. (PDs) and Sherlff Offlces (SOs)

“"'servin fewer ‘than. 20 000 : peo le -~ L. -
, g . peop 4o ST : I
S L . (2) Pollce Departments.and Sherlff Offlces serv1ng between T
ey ..y 7 20;000;and 100, 009 people L e e e T .
rr e S agaE ‘ o e :
. (3)',.Pollce Department"and Sherlff Offlces serv1ng mOre RS _
i than 100,000 peoplex | o o
o - }3,‘>(y) fAll offlces of the Department of Publlc Safety B
RN L . (5) All others R R SV N L Ty
v ¥ . g _‘v)_ R . - E Lol .

Police departments and sherlff offices were - comblned because they perform
similar -law enforcement functlons and thus have 51m11ar 1nformat10n needs. .
—~\\\State patrols 6n the other hand concentrate their, law enforcement . R '
, tivities on traffic enforcement only--0ther terminal grouplngs were- .
'J_trled such”. as combinlng terminals’ by agency: and line type and by llne “,.7f'
ot Vtype only.a However; regress n models developed for these grouplngs had -
"7 larger. standard”errors and- ei%l

 ~ than’our final- clas51flcatlon\procedures.44 T e #o.”

-

B2

ained a smaller~percentage OF. the varlanoe/> ?:;\



-
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s ' . 5
-8 .
' Values used for line type andfagenéy'type‘ﬁere;, - -
3, R '-, o ~_,Independentz' ’
* Line or B Variable - - T .
. Agency Type ’ '  Values e L
T T . TS5 bits/sec .  _ o 1 Il
, 110 bits/sec - . 2 =
E 71200 bits/sec . 3 TN
© 2400 bits/sec T -y e
Pélice Dept. ST _
Sheriff Office = 2 | e
_ ;T: ) . ..\_ .
D : Crlme rate is a measure of the 1n01dence per 100,000 popula-_.

~tion of the seven,maJor 1ndex crimés (murder and nonnegllgent manslaugh- s
ter, forcible rape, robbery, aggravated assault, Qurglary, larceny, and |
auto theft) --f»A . ﬂ. o, o
- s Personnel 1s a measure of the ‘number Qf employees whose in-
formatlon néeds ‘are being served by the computer termlnals. Population is
< the’ 51ze .of populace served by the agency. : - ' -

Table 37 shows the expresslons whiéh' best describe the re-:

latlonshlp between user characteristlcs and communication message volumes A

~in"Téxas. These are complex expres51on that in many cases contain

dlfferent forms of the same garlable. he follow1ng conclusmons can be
reached. 'iézﬂ-f: y | et ' '

- Personnel number 1s an important varlable in. determlnlng the

’numoer of communication messages as it’ appears in all four express1ons.

< As tne number of: personnel 1ncreases, the number of communication messages

Y

increases. The. rate of increase of - communlcatlon messages .as personnel

"1ncreases slows. down fbr smaller agenc1es and 1n general stays“constant

for other groups. . e _ ST _ R

1Fé . Populatlon appears in One of the four expre351ons Slnce

population an personnel are. p031tively‘correlated .'and since personnel

1s'more highl onrelatgd‘with communicatlon message volume, populatlon .,f
lsybften -excYuded" from the: regression- equatlons In the expression -~

. contalnlng population,.the coeffic1e - 18 sufflclently small such ‘that
_the’ magnatude—of the. term- ccsé:inxng populatlon 1s—small compared to .

B the magnltude ofhthe totar-' ..

e531on.‘"'j;_ L S (U

_>.-—

N

-
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Table 3-7.
S ' (Messages _per Day) o : -
. . . 7»_ &
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3 .
. - .
o

Regre331on Results - Communlcatlbn Message Volumes

. BE:D. and S.

N

70 3 . 12.0 (LT)2 + 0. 549 (PERS)(LT) - o. 002((PERD)2 -~ is5. 83 (LT)(AT))

ia

1? _%3 P. and '$.0. ; =1 6“ Pe le -7 :
? ‘ R
' 563 + 0.028 (PERS)2 + 195 (PERS)1/2 -:1.05, (PERS)(AT) o .
- 15. o (PERS) ‘+ 0. 002 (POP)(LT) S -
. S ) o BT <3
- ., ' .'-F . . P D. and SQPO'O > 10Q QOO PeODl§ e ‘7 ) ___QM :
. I 3 F-- L
- } —671 + 87.6 (LT)Z + 0.002 (PERS)(CR) - 13 (PERS) .
: Debartment of -Public afet;‘ D.P.S.) h
- T 7 '288.46 + 197.6_- LOG (PERS) - . |
. LT } ‘ < : . ) . » - By
& SR - . ’ - o . T
= - . . - ToeL T s ’
T : ; . B ..éér > : &
= ) | —~. . . N ; .
. . [N v. .- ) - ‘ *
C S ) 2 K o
o



.'other states. However, .the data® ‘cell

- . i - T7-53, Vcl. l£}~;_ o ;
Line type is 1mportant in determlnlng communlcation trafffb
v places where it does not appear. are.t“ 'roups in '
have the same line types., In all gr '~ . .-ere a
) cles have ‘low-speed lines &and a frz - - nHave hlgh-
peedcllnes the,hlghpspeéd_llne agencles-dlsplayL31gn1;———nmly‘h1gher

message volumes..

,'a

Agency type enters into the ‘expressions of only two groups,

'small;-and medium-sized pollce departments and sheriff offices in Texas.

-In these? instances, sherlff offlces have,less trafflcxthan pollce depart-
ments. : T . : = , » e e -
. : '—f.*‘ T - .- - . \"'"-

R - - e . - . . .
' ..

Flnally, cr1me rate appears in only one of the express1ons anc

. lS ‘not hlghly correlated with communlcatlon trafflc levels.-;

P b . : 8_ - ‘.‘- “ -" ) -
\%O These expressions, although different for each state, yleld
information useful to all states in determ hlng trafflc dlstrlbutlons. .

;Conclus;ons are- j - ) ‘ Y g
- SN LT -\ - U o CoT
. (1) -Personneb and 11ne type are rmportant 1n—determ1n1ng _
comr e -.-trafflc levels.“ — . ) - S AU -f'
(2 Crlme rate does not affect trafflc levels. e
N f/.',_- ' -

_ . (3) Personnel and’ populaemon to a large extent measure the
- ' ~same thlng, i.e., the size of the agency. Slnce
.. personnel is entered in. the abov ex ressions, there'is‘
" no need for populatlon to play a?; ificant role. . '

- . - s -,

.;.;'“ (u)_‘gPoliCe departments” r sherlfr_dfflces should be treated
' 75 offlces R

separately from s

'lce departments may or may not

- " have d;fferent traZ\v; levels. T . .
- _— o ¢ i V e
T L The expre381ons developed cannot be app11Ed per se to aﬂ%

‘ction and analysis procedures
.leading to the development\of similar] expressxons~1s the  same for.all

o States. The steps of the procedure are°‘ R P e -
. _',r'f“ :(1)' -Determlne gﬁneral traf flow.n If a large percentage
R I . bg messa eskare data«base messages, ‘describe message,j
- - - .f}ow qsfween each ﬁgstém lusér and data bases-u’ !
IR S N - Lt
- i T ) - ’ .\ ‘- v < ’ T
A 2) ¢ Ccmplle a. usér agency data.base. Informatlon on number

o : ”_'of personnel, sdze -of po ulation- served 'size of- _com-"
.s - L ujmunlcatlon llne, agency type and - any'other parameter-
: ‘-that may 1mpactftraff1c volume should be collected fpr

T‘Z.ffa‘f:" - each user azency; [ R e .“aA S
L (3Yf"Determ1ne the . number of" messages sent and received e

S o _from éach, termlnal oven\a recent three month perrod

1e . - ST -
! - - - -

° ‘.3' . K. - ’. .’-: ‘ ‘ .vr ' - ‘-_ ’ . - R ) . ° . : ". -A‘ " ‘l a ’.t.e-‘. _‘

s
Qo
M,
//'
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_. T jﬁET-(u)‘ Develop relationﬁhips between traffic  volume and user .
L $_,:f -._ ~characteristies. . Develop one relationshlp for each of
' - ' the :following groups. B e
B ﬂ\n

- less " than 20, 000 people = .. .. - T T

3 - : e -
o (b)- 11ce Departments and Sheriff Offlces serv1ng

' sbetween 20 000 and 109 000 ‘people

'Gc)f' Pollce Departments and Shériff folces serv1ng
.more than 100, 000 people -

RN o ”}5:,“(d)5 State patrol._' i ’ ;xi' ’ AP

R

s

(5) Use these relatlonshlps to predlct future tPaffIC’diS-
'trlbutions.,’ L ~ . :

~ C '. . ) : ‘ --“..‘,q\»,.s.\ . .
.3.5.4.3 ° " Accuracy of Results. The expressions developed "in the pre-

vious section attempt to descrlbe the number.of communlcatlon messages
originating from each user agency as a fiunetion of user agency character-.

Voo -~ PN

;Table 3—8 presents statlstics descrlblng the - effectiveness of the regre331on
ca equations. - . LT i s o
- Standard error 1s a measure of the dlfferences in the actual
_ communlcatlon traffic- levels, and the levels calculated u31ng the re-—. T
gression exoressions.‘va' S o S
L ‘7Yi-1= Actual values of the dependent Varlable'-f" ’ :
»mﬁﬁ'J_ Predlcted values ‘of the" dependent varlable -
. n = Number of observatloms-f '
""~Then,the;standard,errorfls.:;hi,,_: o . ‘:fc=f S T
A SDERE 3 B (Yl = Yl)z S SN T
. A ‘.,- i=1 3 ._._‘ . _..,. 5 _ A
' If:;f _,;{: '$¢,.€‘ ﬂ'“-A; o '-f' ’ -*7lnz . wu_~-::fu o Js_f'

.
If the standard error (SE) is small we “can be assured that i
“our regressxon.equatlons yleldicomm ication trafflc volume close to the
‘actual ‘valles. JIn our .case, the sta e{\or values. are s:.gniflcant..

__;However the:'standard error- should’ always beVevaluated in relation 'to. the-.
.. mean’ value. ﬂif the spandard-error is small with respect to.- the mean, then
_our regression. equatlons help us-in- asse331ng the amount of traffic.

origlnatlng from :each user- agency. ‘The ratib SE/Mean ‘is ‘sWown in Table

-~~n2»+w;'u[;~if+€~fr(a)~w_Police Departments and.- Sheriff. 0££ices serv1ngll_l__”;»

.. isties. After. the expressions are developed, we must assess thelr accuracy.-. :

-“3-8.;» These ratios lead to fairly" large error -terms around predlcted RS
values, but’ the . predictlons are. suff1c1ent1y accurate for our network N
B de51gn purposes. . _ S AR - ) '%.__A~:1;g; S ’
Q e e T L ) e
SR LIl 339 85 F
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SR . " _Table 3-8..7._'."A'ccurr‘acy->of‘ Regression - ,

e, Standard T Mean® ' . . . -

- Agency Categories or R2 . Traffic -éiaa;io_'szﬁMean-1_~
| . w7 BN J I —— SR —

~ P.D. and S.0.:< 20,000 - 48 ' 0.68. .. 0106 -7 o732 L 0.45

a2 « kd o

P.D. and S5.0. 20,000 - . . '98... .70.98% ' 266' - 384 . 0.37
E 100,000 ST L N

£.D. and $.0. > 100,000 - 658 '0.99 . 2,580 . 307 0.26
- : S _ o /A
Depart. of Public Saféty . 120 . o0.27 . 312 3.45 .. © .of38 -,

< .

- ~ [
- - -
.LET T o
. .. L :
« - -
. ~ < <
LR s
. . . -
- - -
) X 2 - - _,..

. . .
. " > > -
. L o
S . X - -
- M . . i
14 o -
- - 4
.- P ~
V. .
R -
. - . -
-
. ~
1 - .
- wa¥is .
o A«
b -
o .
Y S ] .
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- - " The statistic R2 is . a_measune_of~the—amount~of variation in
the' dependent variable explained by the regression equatioﬁs. An R2 valﬁe
of 1.0 would mean a perfect fit between observed and calculated values.
The closer R2 is tc 1.0, *the larger the proportion of total variatiOn

. _about the mean i's explained by .the regression _ equations., In . Department of
_ Public Safety agencies “in Texas ‘the re§>eSSion equations explain very

-

‘little.of the variation.ﬂ_iQ. .

LTe fl After the regression is performed, ,statisticians always con-
sider the’ possibility ‘that their entire approach was wrong. They ask

- themselves whether or not any of the independent variables should be in-

‘cluded "in® the regreSSion equation. This is equivalent to testing the
hypothesis that all coefficients are zero. The F-=ratio allows them to -
"test this- hypothesis.' The larger the F-ratio, the more confidentrstat~
isticians are in rejecting this zero coefficients hypothesis. 1In all
cases, our-F-ratios are sufficiently high such that we can reJect the .
hypotheSis with a high degree of confidence. . ) :

3.5.4.4 + Future 'Traffic Distribution. Once these expressions for
distributing traffic have been developed, they must be applied to- the
future traffic projections. The expressions are used to determine,.
at each future point in time, the percentage of total communication .
messages from and to. each user -agency. We have developed distributed
-traffic’ projections for years 1977, 1979, 1981, 1983 and 1985. A. new.

- user characteristic data base is used for each of these future time

periods so that. expected changes in line type, population and personnel

can be reflected in future traffic levels..
r‘\

Al in e future there will be improvements to the com-

_ munication system for a small number of user. agencies that- will cause

‘their message volumes to increase. These increases will not be’ due)toeanyv
factors contained in the regression expreSSions but will bde caused/by._-_ -

[3

4f(})“ Establishment of Regional Information Systems'

E ;* ( Mobile Digital Terminals. (See Section 3 4 y. 2. ) T
For these few user agencies,‘the percentage of” total traffic Will be in-
creased to account ﬁor the above system improvements. L ﬁ‘J_

'ffﬁ' The last step in. the traffic prOJection process is. the con-

-_characters,per minute;- Messages are converted to. characters as. follows.‘

CIf .

verSion of traffic volume units ‘from -average messages. per\day to peak

T ..

s _ .

3 . Tm = Average Traffic 'in Units of Messages/Day
‘2/4( . L =t Average Méssage Length in Characters o fi’ - a
) o 'Tc = Average Traffic in . Units of Characters/Day‘r'
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-l T S PR L Lo
haracters per minute: '*E 7’_:‘"'%':  -~

-
o

TAis is then converted to peak ¢
) | ST S

P.é;Péak;to;Averégé'Batio (SeQESection'3.3wu) :

B & o e » )

Tp': Peak Traffic in Units of CharactebS/Minute-
4. . . O T

’ . Pl 1 day = l:f ; - c _
' Tp = Te ¥ P X ——— . Lo . Lo
P = © 1440 min Lo /, T

b
ELS

We are thus able to specify the traffic to and from each user terminal in
~— . - .

units of peak characters per minute.
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< : "ffngi SECTION i
_ . PR o
" <+ . .TRAFFIC MODELING "AND GROWTH -PROJECTIONS:
R - - NEW DATA TYPES S
e e "‘f“ff‘ﬁ v.:‘“u*f_‘ff.; Tl
o 4.1 .. DATA- DESCRIPTIONS S T ;:;.-‘_‘;qa:-=-

" - -¢'h~e—' T - e

!

- _ New data types whose volumes are progectedtfnto the future in-
this sectlon are summarlzed below.. They are. .

B (1)rfyLaw enforcement use of- state CCH/OBTS ?&les
(2) Court use of CCH/OBTS flles-
o .h . {3) ' Lorrectlons use of CCH/OBTS flles

(h)~,'Parole agency ‘use of CCH/OBTS flles 1f the agency is
- distinet and if the parole. ‘officers would not use. law
enforcement termlnals in their areas

(5) A state judlClal 1nformatlon ‘system }

< - (6) An offende"—based state oorrectlons 1nformatlon system'

-

(7)) T A Juvenlle records system if the model state belleves
that it is feasible to include these data on a. statewide
*;crlmlnal Justlce 1nformatlon~system B -

(8} _An automated flngerprlnt encodlng, clas31flcatlon and
o transm1331on system o

~

(9)  State. 1nvest1gatlon bureau data conversiOn traffic.

. T o The growth in traffic from these data types is-shown in
Figure 1-2. . Descriptions of the- flles, users’, hardware, facilities, and
functions are provided in Section 2. "This section outlines, the ' .o

- methodology uséd to forecast trafflc in these data types: for the next

decade. Other data types were con31dered, such as’ boat’ registrations and.

'state parks- department files, but were. rejected because it is likely" they

would be used 1nfrequently companed to those included in the study and S

- would -contribute an- in51gn1flcant amount of traffic 'to the. system. These
" minor data«sources—would therefofe not alter the .state network-51gn1f1—
”cantly,~nor would they change the network perfOrmance.

-"_-\ . P -

27 L SECURITY AND PRIVACY CONSIDERATIONS

) To comply wlth Sectlon 524(b) of the Omnlbus Crlme Control and
Safe Streets Act, the Natlonal*Crlmlnal Justloe Informatlon and Statistics

tﬂServ1ce (NCJISS) of the Department ‘of Justlce s. Law Enforcement Assistance

_Admlnlstratlon (LEAA) "has publlshed regulations in the Federal Reglster
(40 FR 49789 of October 24, 1975, as amended by U41.FR 11714 of March 19,
'.1976) des1gn§ddto assure the prlvacy of 1nformatlon on 1nd1v1dua1s L

‘\ . '-7




e *

" ‘and means of access to them. The’ regulatlons seek to maintain the ,
" integrity. of state crlmlnal Justlce flles by focu51ng on’ flve majory -
concerns. o . : . : '

-

~

‘E;iéwfﬁi-3p«~-(1}~urAssur1ng -the- complei:neés and accuracy o the 1nforma--mwA5~

_;_135‘”1>”v _ftlon kept in the fi £ - N -~
' \ ' \1('?" o i \ v A : <
_ Coes (29 ;leltlng tﬁe dlssemlnatlon of. 1nformatlon 1n qumlnal _
’ - flles to crlmlnal Justlce and other lawful purposes . *OR
o ’ : Y- .
(37 Audltlng the state agenciéé§to assure compllance w1th
. the LEAA regulatlons 3;-_ 7 . 5

o _ (4) ,Protectlng the pry51cal securlty of state crlmlnal,ags .7(.¥
T e flles from” destruction and unauthorlzed access )

e ) . . .
Allowlnz 1nd1v1duals whose records ale contalned in
"state criminal files to review and correct any erroneous

1nformatlon contalned in. them.

(5)

All states are requlred to submlt plans for assuring the v
. propqr handling -and opération of state criminal files. Texas is in the

crocess of complying with these regulatlons, and it is expected that all
t,local cr1m1nal Jjustice ‘agencies in the state will likewise be ‘required-
‘to comply, since the regulations apply to all state and local agencies
that have recelved LEAA .funds after “Julv 1, 1973, for criminal records
systems - - - B - R -

. _These. LEAA regtlatlons are expected to.have very little effecb
‘on traffic through a Texas criminal justice telecommunications. system
'51nce many of the state's criminal ‘Justice agencies’ already have their own

_</’ individual securlty policies, and all users will .be asked.to comply with -

user agreements de51gned to assure compllance with LEAA ,requirements. | For. - ™
ourposes of "the" traffic progectlons in - this study, it hac been assumed ;-
"that  the Texas state plan for assuring the 1ntegr1ty of criminal records-
. will be accepted by 'LEAA and that agencies responsible- for the records,
" and user agencies, will ‘comply with the approved 'state “plans . It appea"s'-’
that none of the 1nformatlon transfers that have. been. 1dent1f1ed as '

' generating new data’ type t(afflc .will . be inhibited by securlty and prlvacy -
regulatlons. Trafflc is therefore assumed to be unconstralned by . security -
_and privacy regulatlors. it dis’ llkely “that other. state~ will also comply -
with the federdl guldellnes and "that their cnlmlﬁal Justlce communlcatlon-.7
'system ‘traffic will be 51mllarly unconstralned._ Such compllance wlll‘

allow states to obta1n max imum utlllty from the system.

-

§r

= e L O >" o 7 s - ) ’ ) ' . . -0 L ‘. .. e .
=x~*’4-3'-:_-f' DA'IP GATHERING TECHNIQUES, "AND RESUL'PS | ‘i.- R 7
"_4~3:]-] | Trafflc Volume “.TL . L A : ~ Te

Informatlon on what future traffic leve‘s in new data types:r

~might be was gathered prlmarlly from state officials who have been
admlnlsterrng crlmlnal .Justice 1rformatlon systems in Texas for the last

S - ‘"-'5}0’_.’“ L

o

'[Kc s T e E ST

wll Toxt Provided by ERIC . .
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/several years, ‘and frgm officia}s (oftenfthe same people) ﬁh&xare planning ¢
. for the, future of &hesg aystems Besponses fﬁb|4ﬁhese data system _ :
"ahministrators and planners were gathered in the form of written answers

to - formal uritten inquiries, by informal perscnal conversa ions, and by ..;'.,

'ffuture traffic in ‘new data types._»xﬁ X i, e
’“-:5"’~’ In addition to talking with administr tors and planners at the \

state level, data on . the future .of the’ state. ‘eriminal Jjusti e informationa .
system ‘weré& also obtained from speaking with localX users in\ci®y police S
’erifﬂ. s

departments, and_ other local agencies sucéh’ -as- count -courts. RUPEE! .
frfices. - The following list summarizes the types%of agencie~ b 3¢ ted 656' & ¢
miﬁg g . "

exas: =~ . .- _ R 3 ,S RN -
:1_1-, A R o oL ﬂ;,:..»__.ﬁ j-g -
- ;State criminal justice information system operators = R

A'State criminal Justice information sys t_m planners

" - Law enforcement users. of the state. and- local criminal Justice E
information systems such as city police departments and o
_county sheriff. offices‘_ : > o -

N

[ -

L -State Judicial system planners and admi istrators of state
o . Judicial sys»em*statistics services\ 7 o : :
,. ' .~ ® . v *
T _hOperators and planners of 1ocal,1udic1al information systems
for general -Jurisdiction- courts ' -

- .
- o
-

'\: T ﬁAdministrators‘and planners of state corrections 1nformation
systans o o . . p . ] ’, S . . . @A .

-

hs_ pperators of state youth agency information systems -

_°7~,1-*3 R AdministratorS‘and planners cf state paroIe informatiom’

” - systems.: T T . =} B T N i
L The following list shmmarizes the types of vehicles used to '@# T

’ obtain estimates of future new data traffic volume from these several L
agencies' o e o ;f A ,_--_», S o e : . LT

ST .'(1).“-Formal ﬁritten questionnaires (see»Appendix A) were T
' 7 . sent -to. the state criminal’ justice information system S
. " operators asking theéir. Judgment on what new data types
B .+ they expected to see on their network in’ the. next - )
_l;;\; U Ldecade. _These questions were part of the:formal’ written
I o questionnaire that asked for detailed traffic statistics
' -‘on ‘existing data- types and for past. historical ‘trends
in; data volume.- If :the statb operatore of the criminal
Justice information system indicated there would
T likely be another'type of data added,\ this statement
o , was fbllowed up by.-a phone call or»Vi%it to the: agency.__
: . which would provide the . expected data 'in order™~to L.
- obtain bitter estimates of when -the data might appeagb

- . : o~
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"were usually obtained: from individuals within the c! iminal justice com-‘."
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e on a state system and at its volume would be over -
' a penigd/of time.‘. '_( e Q'“" L . :

~Formal meetings were held

-and forecasts’ for®the future of - the traffic volume.

-¢" < Tnese "advisory committee" meetings consisted of presen=

tations by the team members concerning the team's
assessment of what future traffic in new and ‘eéxisting
data types would be, and how this would affect the de-
. $ign of the .state information system over the next
N decade. After the formal presentations, partioipants
: _ . from all agencies were invited to discuss the material
° presented and offer suggestions on how the traffic pro-

‘ th'operators,;adminlstrators
» o . and planners of the ‘erimina 'Justice‘information systems
e e e e “Texas- to~ preaen ~the - STA

~
»

S

team's- assumptions- e

. jections could be made more accurate. These discusSsions
also usually led to further individual discussion¥with

present or potential users to obtain more accuratewpro-

Jections of how each agency thought 1ts traffic lev
would" change over the years. N

LY -
.

R “(3) Ind1v1dual discussions were held ,» often several dis-

. in -erimimal Justice and -to several representative local
' .dgencies that either use or admlnister automatic data )
prccessing facilities. A single visit was usually .
- insufficient to obtain all the information required to
. - gather reflistic data traffib volume projections, so ,
S several telephone calls were generally nade .to- clarify

. _-cussions, with all of the agencies listed above. Visits
e were made to the state offices. of all agencies involved

."Jzﬁ . the estimated future traffic and to 6btain user, response-

ot - to. assumptions and projections that the STACOM team ‘had

. made based on earlier fbrmal discussions or written
o responses. _ ._rtq_ e ‘

Y .

- - "It should be emphasized that fufhre traffic volume estimates

-,munity who were advotates of the effectiveness of Automatic data proces-

. sing, or at" least convinced that it was a- benefit to. their: agency.~ Crit-
‘icism of the existing systenfs was heard from several individuals, ‘but it
‘was usually accompanied by suggestions for improvements tHat are already -
ﬂplanned ‘or  that are likely to be made. - There was no opposition.to the

. ‘basic idea that automatic data processing use would become'more extensive.

in criminal, Justice or. that it was a significant benefit to the record

" keeping and rapid communication required of law enforcement court and

corrections institutions.

Discussions with state agencies and ‘with users of-the-state

criminal justice information system were held in' the-context of trying to' -

determine what c¢ould happen to t ffic volume on ‘the system over the next-
decade,. not what shggld happen ¢ what will happen. It was therefore

[

“jimportant to get -the best judgment. of state officials concerning present
state policies and budgets and their ideas about what future policies and.
) budgets might be. Whenever these projections left room for scenarios that

- s

Y
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would lead to low or high traffic volumes, or to the addition of a new .
data type or no} adding,  it, it was usually’ decided to .assume the higher *
traffic volume so that communication lines and. computers would .ber adequate
.%o handlé€ the higher load. -Except  for CCH/OBTS estimates, a. low or -high
estimate fors traffic in a singlgfdata type made little difference in the-
fstatewide'network desigp or—in- ‘thel-size-of-the required- computing facility
since ‘these .data: types are projected ‘to. account for-'a small fraction of
“the - dbtal trafficfvolume.‘ Thus,,large #ariations in the estimates of
traffic’ for these new data types have very little effect on the design of?'
the stateuide system. o 4'-~ S : e R

- . L o : . e — - L s

-

: :“Qlf In the discussions with both operators of the-state systems'
and. with the individual" user agencies, questions were ‘alwdys asked con-3-
. cerning the functiéns of both the agency. itself and of the data which were.

being transmitted on‘the statewide system. - From bhe answers td these ',_"

in toe fotlowing sections forecast futaure traffic volumes. By .
t%dhing ‘a qualitative. est mate of theﬁimplementation schedule for a new
ata type, a "technology penetration_factorW was estimated_which is used

to speécify the fraction of the total statewide potential use of the -

"specific data type. By discussing the functions of the agency and its.

information needs, it is.- possible to estimate the number of . transactions

qué‘;io-ns, it was possible{o ‘estimate two of ‘the factors which are used
o

the terminals assigned to the agency:will have with the state information .

. System per arrest or per’ inmate per day or per “court- case d}SpOSltlon or
per whatever measure is used for® the’ agency s activity level. ‘ -

4
-~

User discusSions also brought out whether the data used by theh

agencies are needed in real time or whether a slower means of transmission__'

is acceptable. For instance, in the: case of judicial statistics it is

- likely that -these need not be transmitted to a state JudlClal statistics
center. in ar real time, but it was decided that, since large information
_.systems - available at both the courts and at the state data center, it

- would. be. wise to connect- them and avoid the - cost and manual processing . of
-the statistics by including this type of data- on. the state: system. On the
other hand,‘in some casés it ‘was decided not to include c tain data- types
— on the .state system because of ‘the high cost involved for nly - maréinal -

"convenience or benefit.— -An example of this 1s¢theadeciSio to assume that-

conly the four or five. largest cities in’ thé state would® have fingerprint
volumes high enough to justify the great cost of automatic fingerprint pro=-

cessing equipment., Cities ‘with ‘smaller arrest. and . fingerprint volumes would

therefone have to- rely on facsimile transmission or, communiCation by ‘mail’,

: In~f€;as ‘user . and oparator discussions were useful -in trading

' off regional data bases versus -a“céntral saate file and. in estimating- thé

effr s this would have on the traffic over a statewide network. In Texas
‘it WIS decided, ‘for: example, that court informatibn -systems that kept’
track of’ offender processing to the. detail of qurt calendar control would
" best .be handled on a local or rEgional level a it already is. in several
jurisdictions, and that only court-statistics- would be tcansmitted on-
.the statewide, ‘networlks. It was also assumed that “the ‘three major metro-
politan areas in Southea ern . Texas, Houston, Dallas-Ft. WOrth rand.

‘"San- Antonio, would. each ve their own large reg nal data bases used,
by local criminal justice agencies much the t1 e, thus reducing ‘the.
' M~

traffic on the state network. s s

wll Toxt Provided by ERIC
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IR The technigd -~ <of - itten survey, individual discussions
with operators, planners’ and users of the ceriminal: Justice. informationf ‘
system, and presentations. to advisory groups of criminal Justice infor-”s-
. mation system experts from the model states can, of ‘course, be-used. ' '
' on any state and with any potential user agency -in the ‘state. Texas -
-, cooperated-fully  with these methods- of’determining ‘their-information - - —- - ---
B procesging needs and we believe that the projegtions are .therefore - = .-
‘as realistic as it is- possible to be when dealing with the uncertain

~f.uture.. S . S - S N

C. o~ . . Lo ..'/.‘\ ) ' : J':;\_; ‘4 o _-';-'
2: 8.3:20 Traffic Distribution B s 1ffg~u-”'*“ 'fi;’,rg;'f;“'ij
P . > . ‘ - . - -
- ' The” techniques used for obmaining eétimates of future state- -
'wide traffic ‘'volume were.also used to project the distribution of that -
total data-volume. ‘between the users - tgroughout the state.; As" discussions
were held. With both state- officials and data system users, .comments were
Kso&igited concerning how-much data traffic- would flow to €ach of_ the -
offices*of an agency. In some -cases. simpleamechanical estimates wgre’ made
.'such as. prorating the total traffic to the correctional  agency. betyeen the
_several institutions according to the number of inmates in each faCility.
. :In other cases the uniform proration according to -arrests or offender
-  volume was tempered by past experience to arrive at ‘estimates that sug-

; hgested' for' instance,. that certain facilities: such as reception centers
/’_.=for correctional: agenCies ‘generated far more information than those with -
. . gho. of fender processing function. Thus, at the same interviews- ‘and pre-

. ”sentations, data were: obtained which allowed projections of both total
-.statewide criminal ‘justice information system traffic volume and the
distribution of that traffic throughout the(state. , . -

3

~ - .\ - . . . ) .
. 5 L. , o L - T
4.3.4 _' 'Texas Results ' Jﬂ" S T ) i '

s - Discussions Wlth Texas offiCials, questioﬁp ire responses, and’
the cniticism of members. of ‘the Texas adVisory committee suggested a o
slightly broader list of potential new data type users ‘of the state
criminal Just ice information system than in Ohio. These users are:

-

M /,Law enforcement use of a CCH/OBTS file K
'} .;uintt “-”!' Court use of the CCH/OBTS file . ? e s o
S Use of the state’ CCH/GETS file by the Texas Department of -
. __m__: “ Corrections : - . _7\ . .
; > - Use of the- CCH/OBTS files by the Texas Boards of Pardons '.‘f*

and Paroles. - . S Y
Regional SJIS systems connected to a- state system for . the .
purpose of transmitting court statistics
“re - . o .
_'An OBSCIS system ope"ated by the TDC and with access by the .
»  Texas ‘BPP for the purpose orima}ntaining current- offender

'release date informauion L/ _

-

\):‘i"' — .-:‘,,.‘7—...- | ( : | 'u.‘6 | 9‘
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An on—line system for the records of the Texas Youth Council"

- . . A network for. transmitting automatically‘processed finger—
prints from the state's largest thies to central state files

RN . S o R N I SO
e ‘A traffic component associated with the conversion and main—'

tenance of present manual CCH/OBTS files to computerized files,. ™

Other types of data that were considered include a boat registration file
. and a file for the state parks and wildlife agency, but these types of ' -
-.traffic were though © be small compared to.traffic associated with other
- - files, so these dat:jgypes were ‘not included in_ the analysis. _ .

/'M P
ﬁj - Texas zlteady has a CCH file maintained by the TCIC which is. -
available to all‘ TLETS users. The fil, can be queried @TLETS terminals,
. ‘and local users can ®btain brief crimiELl summaries -in near real time or
complete criminal histories in the mai Discussions with the operators ”
"and users of this °ystem indicate it ‘will be expanded- and improved in the

future and that .it is jpossible for additional data elements to be added .;, L
~such that it could’ be ome-a complete OBTS system. ‘Although it is 1ikely
that more users who dd not presently ‘have ‘terminals will be added in small **;5

communitdes and that present user data volume, will increase substantially
when improved faster lines and terminals"are- added-, the’ system. is not ' -
expected 'to reach its full potential utilization during the period of the

STACOM study. This less than complete utilization will result from the i S

_ extensive ‘local ‘'use of regional data bases which already exist. in Texag..

.and which will allow local law enforcement officials to obtain the infor-— PR
Vmation they\peed from ‘local files” without- querying the state CCH data . - '
base. Forathis reason the maximum,use -of the. Texas CCH/OBTS files has been
set at about half its full potential toward the end of this study period. ;i

~

“ v " - The TCIC aIso mafgtains the present capability to convert -
manual criminal histories to automated - entries and- to- update those cauto=~."" .
"mated ‘entries as manual records are received from'local law enforcement = . °

- "agencies throughout the state. This" capabilgty is likely to pemain at

.~ 'about the same 1level during the period of this study since state ‘official.
pOint ‘out ‘that present- Texas law requires that criminal” histories be . -
~updated only upen receipt: of g validated fingerprint card. This condition
will probably’ exist for several Yyears into the future, and, if criminal
activity- continues to grow as it has in the past, it would suggest that . y
this data, conversion and file.maintenarce traffic from the Identification _
and Criminal Records. (ICR) Division of the Department of Public Safety = .

. (DPS) will increase also. ‘However, .in this study such traffic was kept - ' L
-constsntfon*the'theory that: ‘as -the demand for this service grows, and as .

, ‘the capability of the state criminal justrce information ne%work Erows, - -
fstate policy will be- modified to 3llow direct file-updates~from local
agencies in ‘the field. This is certainly not the present attitude .of" law e
.-enforcement administrators in Texas, '‘but labor or space ceilings at _the J/j

ICR DiviSion may contribute toé a change in pélicy. o : e
< . - [l & - . .
L The ICR' Division is also the office of state government that

. would administer any. system of automated fingerprint processing in Texas. :
In discussing this’ potential with DPS officials, -it was learneéd; that Texas <
is very interested in applying this eapability as soon as f standardized

- . . . . ) . ) -
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system is available that would be compatible with FRI equipment. Texaq -
-officlals have, in fact, - held extensive discussions with several manufac-~
turers of fingerprlnt processing equipment and will likely acquire” such
capabllitles during the early years of this study. perlod at least on an’
experimental basis. Because of the high investment in equipment requlred
" 'however, it is unlikely that automatic fingerprint processing and trans-
.¢V mission to state files would.-ever be extended beyond the largest cities.
This study, therefore, assUmed ‘that only Dallas-Fort Worth, Houston,

San Antonlo, ‘and El Paso would be large enough, to justify the purchase
of -automatic fingerprint processing equipment, and that .it would be
introduced gradually with Dallas-Fort Worth belng the flrst experlmental

llnk to the DPS in Austln. ' : . . -

. D1scusslons w1th adm1n1strators of the Texas Judlclal Council’,
wnlch is ¢harged with compiling and publlshlng Jjudicial statistics for the.
state, indieate that because .of -the fragmentatlon and "independence of

“"courts throughout the state, any implementation of a statewide JUdlClal
1nformatlon system or of exténsive -use of a CCH/OETS system by the courts

of Texas wilY be far into the future. -“This estimate is supported, in the
opinions of the state judicial information system and state judicial statis-
tics system. planners, by the loK priority given to judicial statistics bv
the state leglslature and the consequent small budgets allowed for this -
function. Therefore, in this study, any use of state CCH/ORBRTS files by tHhe
courts, and any operation of an SJIS system to transmit court statistics
from regional -court data systems-to the Texas Judicial Council (TJCJY has
been delayed until well- into the next decade. However, this projection
aoes. not consider the‘'effects of ‘current proposals, still in-the federal .
leglslature pracess, that would increase federal asslstance to state jodi- '
‘¢cial- systems.. "It was assumed that the court“records and calendardmanagement
functlons of an_ SJIS. system would be maintained at.a local or- regional .
level- in several of the largest metropolltan areas, and that -only court
ctat:Lst:Lcs would be sent “to the states.' ‘The same court ‘terninals that were
"used for Statistics’ transmlss%gg,could also be . used gor tries an¥- inqui- <°

"ries into the CCH/OBTS system * However, - because of the ow prdbability
of such a system belng implemented in “the near future, he first operation
was‘shown as an experimental system in the Dallas—Fort Worth area in 1983

f‘w1th the other four largeic metropolltan areas- belng added‘ln 1985. '

- . - -

: R g The Texas Deparﬁment 'of Correctlons (TDC) is am 1ndependent
state agency w1th dts headauarters remote *from- Austln, ;n Huntsville, and
with ‘an alr eady-operatlng,‘sophlstlcated, automatlc data process1ng capa-
blllty. Dlscusslons wlth state planning. personnel and with TBC data. pro- -
cessing ma;giers ;ndlcate great satisfaction with the. present sy tem, whlch

-~

-

~ is a Heavi utilized ‘batch operatlon with' akfew on-line terminals, ‘and a
reluct join any broader state dz@ta sysﬁem to prevent unauthorized
) 2cceSE to the. "TDC files. " This study, therefore, assumes that, although
' ‘1DCL€erm1nals 4111 have access to 'state: CCH/OBTS files to inquire and .
. update offender records, no other state agencfes can obtain entry into the's
T ITDC files, which will remain under the control‘of the IDC and Heiphyslcally
located 1n Hurtsv1;le.,,Th13 proJectlon 1ncludes correctlons use of the - B
CCE/CETS files, and a- separate ORSCIS -system - for the exclusive tse of the o
TDC.: f%e GESCIS system control is located -in. Buntsville, far from the
other criminal justice-information systen. data bases.. "One eXCeptron to .the
exclu51on of other state agencles from the TDC ff&es is the Texas Boards

AR O ~
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of Pardons and Paroles, whlch wllI'have access to a limited amount of
inmate data so that it can compute parole: erlglbllity dates and release
“dates. This will be a slngle interfage between the BPP headquarters. in
Austin and one of the inmate status ﬂiles in Huntsv1lle. It is.- estimated
that this system will first be 1mplem5nted at TDC headquarters and at .
BPP offices mear the m1dp01nt of the 10-year study period, and that it |
will be fully operational to all of the TDC institutions toward the .end
of the study interval: This implementation estimate was applied to both .

-

the access to the CCH/OETS files and to the OBSCIS system. ’ . Y

-~

Another state agency which could use a crlmlnal Jjustice infor-
matlon system is the Te;as Youth Coun01l ‘which maintains homes and schools
for juveniles throughout the. state. The TYC does indeed automatlcally pro-
cess much of 1ts ‘student, and administrative data, but it is done in &

. batch mode on the Texas Water Development Board computer. TYC_ data pro-
‘cessing administrators appear very interested in participating in a state--
wide criminal justice information system study. Thus, for purposes of the
STACOM study, TYC traffic. was assumed. to stdrt within the first few years
of the study perlod initially on an experimental basis from the TYC head-
“quarters in Austin, and. theh to expand to all: the TYC homes and schools
throughout Texas toward the .middle of the period. It is likely that the
system would be an on-line component of the total state system, but, as
in the case of the TDC, the TYC will probably control its own files to

preserve the privacy of the student records.l - c e

(X

: The findl state agency which would participate in the state
network is the Texas Boards of Pardons. and Paroles, which was mentioned™
previously ‘in connection with its access to the TDC inmate records to [,

, compute inmate parole status. At the same time an interface is estab;
lished with the TDC, it is likely that the BPP could also be provided
access to.the state CCH/OBTS file for inguiry and. update purposes. The-
'BPP would probably be a small user of the CCH/OBTS file compared to the
large volume-o§ traffES/Erom the law enforcement agencies, but it .should
be included to complete the spectrum of-approprlate agencies in the crimi-
nal justice progess. ‘The BFP interface with the CCH/OBTS . files was assumed

. to coincide with its access to the TDC files ‘at about the midpoint of the *

. STACOM study period. The BPP already has a data processlng operation in
its Austin headquarters, but like the TYC, it .is run batch.at night on the
water Development Board computer. Presently, its inmate status program is
only updated once a week by tape from the TDC:file, and the Board's data
processlng operators are enthusiastic-about implementing a more'frequent
on-line file updatlng operatlon. » -

B ~~
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4.4 DATA ANALYSIS TECHNIQUES AND NEW DATA FOREC STING METHODOLOGY
- . k4 “ -
L.4.1 _ General Methodology . . o ~ .

The . components of new data that were estimated through 1985 ~

are the nine Jdisted in Section 4.1. Section 4.4 describes the approach®
taken to predicting newsdata type traffic in Texas. The-calculations
.based on these techniques and the results of the calculatlons are given in
Section 6. The- procedure tha% was used to anglyze ‘the data gathered

from the model.ﬁtates and to estimate future traffic was:

Q o -
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7 (1) Determine average messages per day for each component )
- ' of traffic for the entire state between the user ,.°
. agencies and the central files ’ )
“(2) Compute an averadge, message.length for each “new data-

component  for messages. te and from the-state files,
and an average for both directions combined -.
- (3) Determine the aggregate peak characters per minute for - -
' ‘each component of new ‘data for traffic to and from the -
staté‘center to the users . o
s - L . N
. . L
(%) Dlstrlbute the aggregate traffic-in peak characters per -.
minute to and from the state files between the 1nd1v1duar Y
~ Ty users of the system so that Xraffic volumes to the
a localities-throughout the state can be determlned.

- Thls process is shown schemat&cally in Figure 4L-1. The fol-
low1ng paragraphs describe. how- thls process'worked for each of the ébgk

ponents of new data‘types. TN
4.4.2 o Arrest-Dependent Traffic B .
A4.4.2.1 CCH/OQBTS. - o s ST A )

4.4.2.1.1 Average MessiagesPer-Davy. Aggregate statewrde CﬁH/ OBTS
tgraffiec wa_fHetermlned by estimating the total criminal act1v1ty in
ffuture yéars, determining how many offenders flow through each step of
the criminal process from the criminal procedure diagram of ‘Figure 4-2, o
and estimating the 1nformatlon needs at each step from the message use ° -
" matrix of Figure #-3.-. This process is swan schematlcally in Flgure y. H

3. -

~

A complete - list of the factors used - in computlng future
CCH/OBTS traffic is given below, and the- ;actors-are explalned in the

following paragraphs: o L
-, K . ' — ) [ -+ . . . - - :
o a2
Y o 7 . .
S . -
..»/_.\ E _ e .
: - : s . ' R R
COMPUTE STATEWIDE | COMPUTE AVERAGE COMPUTE STATEWIDE ALLOCATE NEW , -
AVERAGE MESSAGES PEAK CHARACTERS - :
e MESSAGE LENGTH . =]  DATA TRAFFIC
PER DAY FOR EACH * [ - | c5R EACH DATA TYPE PER MINUTE FOR T . )
DATATYPE . |.- EACH DATA TYPE .- TOUSERS -.
- '} - o_ il . . . 2 ) J- 4
S : - - - Y ' : -~ i i - \ ) - -', :
- o f 4 . . -4 R ‘ R J -

S Figuré 4-1. New Data Type Analysis, Forecasting and
: - Distribution Methodology
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e Figure 4-4. Traffic Forecasting Process 1 )
. - ‘ . - . ’ s
\/ o Estimated statewzde arrests per year .
- X Technolo enetrat on fact
Total Statewide CCH/OBTS Traffic .~ 8y p ton factor .
’ . x b fte t th th H/OB i
in Average Messages per day mber o ransactions wi e CCH/ TS files’ per arrest
LN s X Number of messages per CCH/OCB Sfr nsactxon . L . .
. . X Tr.me conversion to convert from ypars to day ’ \\
. t S
- R : . .
. y ﬁ ' % ' - b
, . ¢ Y - : .
N\ For purposes of this 'study, statewide arrests were projected:

to increase linearly at a rate equivalent to about 2% of 1975 arrests per
.year between 1975 and 1985. This has been the national rate of increase
during the past decade, although this growth ‘-has been very erratic. \
Figure 4-5 shows. national-arrest trends over the past Hecade based on
figures’from the FBI Uniform Crime Reports (UCR) and "United States-
Statistical AbStracts.” The "upper curve is estimated total arrests

throughout the nation” while the bottom line is actual reported arrests.

As noted in the flgﬁre, estlmated total arrests were either computed by

the FEI uslng information about the population and arrest statistics of
jurisdictions that do and do not ‘report arrests or they were computed -in \
the course of this study "(those with a subscript "e’') by multiplying =
actuzl. arrests reported by the ratio of total natlonal population to . =\
populatlon in the jurisdictions reportirig arrests.” These reported arrests J\H
grow at approximately 6.2% per ¥éar, but much of-that increase must (be .
caused by improved-reporting since the estimated actual ZFrests only grow T -
at linear rate of about 193,000 arrests per, year, which is 2.08%- of the

9.27 mllllon estimated arrests in 1975. This growth rate in arrests was

then applied to Texas, which yielded an arrest 1ncrease st 11 286 per year

from the 542,574 arrests in Texas in 1975- © . v - f

~r

d

* ¥  Consideration was given duéing this study to using total FRI
index crimes as a method ¢f projecting future criminal justice information
system traffic. However, traffic will likely be a function of police
activity as measured by'arrests, rather than of criminal activity as-~ -
measured by reported crimes, since 1t is the criminal Jjustice agencies
using the information system:that generate. trafflc, not the offenders or

victims of crime. ‘ . 5
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o . Figure 4-5. National Arrest Trends
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- e e S — fotal .arrests in-Texas were..computed.. from FBI UCR data -in- e e
1975, which showed ;pat on a national level, 0.82 arrests for felonies
and nontraffic misd¢meanors were made per index crime. This ratio w:
plled to the index crimes estimated for Texas in 1975 to determine ~he
imated "statewide arreéﬁs. -

The technology penetration factor accounts for the extent to
which hardware is available to users, for the gradual familiarization
process user agency personnel go through, and for the avﬁilability of
fundlng to 1mplement the several types of new data. In most cases, this
factor, which varies froem 0 to 1,:was estimated Based on the suggestions
of state criminal Jjustice in<-~-z.»“ion system experts about when "the
several types of new data wo. o implemented in the state. 1In Téx‘%
the technology penetratlon factor for -law e€nforcement use of the CCH/OGRBTS
y system reaches a peak of 0.5 since it is assumed that local computer
systems in the major cities will be .used ®in many cases, theneby av01d1ng [N

the need to use the state system. -
. A}

f
f The numﬂer of transactions w1th the CCH/OBTS flles can be

determined by estimating the:r number of transactions per arresf from
Figure 4-3. The criminal procedure flow diagram of Flgure 4.2 shows the

number of offenders through each step in the-crimina’ 3justi&e process per
arrest, and Flgure k-3, the messages use matrix, uses tr's information to -
derive the informatdion needs at each step, per arrznt. ﬂultiplying by the .,

total number of arrests in the state yields the total transactions’ w1th
the CCH/OBTS files. Summlng these transaction volumes over any part of

- the crlmlmal justice establishment. - say courts or c:.rrections, for -
example -ione can thnn compute the traffic generatec by each 1nst1tutlon

*//} The number of transactions wit- .a1e CECH/OBTS files per arrest
will b& noted to be quite highy, espécially or l2w enforcement and court
activi In the case of law enforcement, th’'s is caused by the expected
large number of inquiries prior, 0 arrest tha: never result in an arrest.
Statisties from the FBI Udiform Crizzs_Reports for ‘075 show that only 21%
of index crimes were cleared.by arrests, icplying that most crimes are not
cleared by arrests or that arrests that are zade do not cléar crimes and
result in drdpped charges. Thus, in deriving the zessage use matrix and
assigning the numberv cf transactions per arrest that occur prior to an
arrest, a large multiple is included to account fcr these interactions
with the state criminal justice information systerx that never result in
arrests. In the case of the courts, the relatively large number of
‘transactions per arrest is dude to the multiple hearings and appearances,
including continuances and re-hearings that are part of the jddi@ial
process. Both in the case of law enforcement and judicial interaction
with the state data system, the valueS;derived in this study are close to
those estimated independently by Texas bfficials. ‘

Since each transaction requires a message to the state flles
. and an accompanylng response, there are two messages per transactlon
" This zccounts for an inquiry and response for eacthnqulry transaction,
and an update and acknoz}edgmeng for each data entry transactioq.
, : . The time  conversion factor is either 365 days per year for
-_3‘¢law_enforcément agencies or 250 days per year (to delete weekends and

O‘, 0 R ’ ~

: | R e :
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holidays) for otheér agencies. This factor 1is necessary to convert from 7 7

total arrests per year to messages per day. . .
4.4.2.1.2. Averdre Message Length in Characters. \‘\verage message length

of CCH/O0BTS traffic is computed by weighting the length of the various
types of messages by the fraction of the traffic that- each message type
provides. Inquiries are considered to be brief: usually one to three
lines of whatever high-speed terminal is in-use. Responses can be of
widely varying length, depending upon whether the inquiry resulted in a
"hit" or "no-hit." "Hit" responses are taken as a large fraction of a
terminal page - perhaps 1000 characters - while the percentage of "no-hit"
responses and their length are derived from the experience of the opera-
tors of the present state systems, or from their estimate of future
traffic. The fractions of°message types generated by the various instl—
tutions in the g¢riminal justice system - e.g., the;fractlon of data
entries by law enforcement agencies or the fraction of inquiries into the
CCH/OBTS sysfem by the courts - are derived from the.message use matrix i
- of Figure 4.3. .The weighted message lengths are then summed to obtain: /
1) average message length to the central state files, .2) average message
length from the state files to the users, and 3) the average length of
messages traveling both directions on the staté network.

4.4.2.1.3 ' Peak Traffic in Characters Per Minute. Traffic-volume in
average' meséages per day has been computed above, and this can be converted
to peak “characters per minUse by multiplying hy average message léngth and
several other time and peak;to—aVerage conversion- factors. The‘complete

relationship between average messages per day and peak characters per

minute is: . F - : . .

.-

-

" CCH/OBTS traffic in . _ )
peak characters ‘=z ' Average messages per day

per minuyte - ¢
x -Peak-to-average ratio (taken as 2 throughout this-

study)

L% o
v

= Number of messages per transaction to or from the
state files (taken as 2 throughout this study
because inquiries generate responses and entries

’ o generate acknowledgments) -

‘= - Time odhversion factor for changing daily rate
to rate per minute (taken as 1440 minutes per
)day for law enforcement inquiries and ~updates

’and 10 minutes per day for all other ‘traffic)

a2

or - .
Average message length from state files. gﬁ’

er

{Peak characters per minute to state files
Peak characters per minute from state files

4[Average message length to state files ' .
x .
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S Y " The pedk- to‘%verage ratio of 2 was determlned oy obtalnlng .

éurrent ily:traffic statistics from Texas, computlng ‘'the daily - average
zﬁ‘f traffic volume, and observ1ng that the average Was . abéﬂé;half the peak IV

'_trafflc.'; - | < L . 5-33. S . ;ﬁ
- » . -‘\’,. NI- - -
- Thls technlque for' convertlng average messages per day to peak
i characters per minute .was used for all ‘new data types- con51dered in tth_'
C LA study. Different message lengths and time conversion. “factors ‘were. used
where appropriate,  but peak-to-average ratio and the number of messagcs
'per transaction dlways were assumed to be 2 O. S .

- -
-~ - . ‘

I3
-

.

» " %_4.2.1.4 Traffic Distriblition to- User Agencies. The flnal Step in pre-
,dlctlng criminal: justice information system traffic from new data-types is-
. &he'distribution of . the traffic-:to the local users throughout the state.
.This calculation is ddne by. computer in the case of *law enforcement use of'
~ CCH/O0BTS files, because there are several hundred law enforcement terminals
" in Texas presently connected to the state systems. .The. distribution of
CCH/UBTS traffic. to courts, corrections, or parole agerncies is done
‘manually, since, in the early years, there is usually only one regional
terminal or headquarters terminal operating, and” when the systems are
completed there are not usually more- than.a dozen terminals.

_ New data traffic to law enforcement agencles\ls distributed
according to the ratio of index crimes in the jurisdiction served by the.
agency to the total number of index crimes in all. appropriate jurisdic-.

" tions with terminals. This traffic is distributed to local pollce and
S sheriff departments and is not assigned to state police stations:or
EE federal offices. Traffic from these other offices is allowed to grow at
a rate predicted by the growth algorithm for existing’ data types. The
existing data traffic and new data type ‘traffic -are then added for each
"terminal, and the result prlnted for review ‘and provided ‘to the network.
deslgners on tape. Distribution of law enforcement CCH/OBTS traffic
. according to. index crimes fn each' Jjurisdiction was.made because .such data
‘are readily available each year from both state and natlonal law enforce-
ment statistics agencies and because criminal activity is a reasonable
kN - measure: of the need for information in law enfarcement agencies. Other
°.-f’measures such, as the number of personnel in a local law enforcement e
- office oOr -the: population, or:the number .of arrests in the Jurlsdlctlon
could be used, but, except for raw pOpulatlon ~data, these other measures
are -less-readily avallable and less current, so d1str1butlon was made gt

v accordlng toilocal. index crimes.

1e

:""‘P- =

i“'-'* . Court CCH/OETS trafflc is distributed according to .the popu-
<~ lation served by each of the regional court systems in Texas. One reglon
is assumed to-be an experimental facility in the early years and the
remalnlng large metrOpo itan areas are added w1th1n a few years.\

. Trafflc between the correctlons facllltles and the CCh/OBTS
flles is distributed accordlng to the -number of inmates in ‘each 1nst1tu--,-}
;& taon,4except that a larger percentage of traffie¢ is asslgned to the-
“ corrections department headquarters. :
P - \

a

e . ~ . . N . . \
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- _Any trafflc to or from ‘the state paroles agency was assumed to °
- - flow entlrely between that agency‘suheadquarters and .the state CCH/OBTS flles.

3
. .. o e . . .,
. ) . - - _..r
o~y . N

"» 'B.4.2.2 °  -Automated Fingerprint Traffie. - .
g : v ) - ‘ o - ' '
yiyve.2.1. " Avérage Messages Per Day. Within ,the next decade it is
'antlc;pated that Texas will implement some sort ‘of automated flngerprlnt
encodlng,rclass1f1catloh, and transmission process. It is likely, -
A however, that equipment for this will be available. only in the largest
‘cities since it is quite expens1ve and requlres a large-fingerprint
velume to Jjustify it. For this reason, the factors uséd for computing:
the -average fingerprint message volume per day, which are the same | :
- factors used in the relationship of Section 4.4.2.1.1 above, include N
.-a technology penetration factor that begins with just one large c1ty
participating in the program in the early years and expands to several
of the largest metropolitan areas at maturity.

« o

- -

; v The number of flngerprlnt transactions per arrest is an )
estimate’ based on 1972 FBI crime stat1st1cs which showed that about 21. 2%

. of -index crime§ were closed by .an arrest, or 4.72 crimes were committed.
per arrest. If latent fingerprints are assoc1ated with 25% of these"
crimes, approximately 1.18 flngerprlnts would be transmitted per arrest
for the purpose of 1dent1fy1ng the latent print. In addition, every
. arrestee would be fingerprinted and a’ 10-print card would be processed and
" sent to state files. The total number df transactions 1nc1ud1ng both -
latents and full cards, then becomes 2. 18 per arrest.

e -

As- w1th the CCH/OBTS average trafflc volume, two messages per
flngerprlnt transactlon are assumed because each transactlon would ineclude
a riessage to the state files and an acknowledgment Flngerprlnt trans-
mission was assumed to take place durzng a normal work week, so a value of

250 worklng days per year was assumed for the tlme conversion factorm
L%

. The other ‘facters used -in the- computatlon of average flnger—_
print ‘volume per day are the same as those used in the derivation of

average CCH/OBTS traff%plln Sectlon'm 4.2.1:1. ~
N . : ‘ ’ i . \ . - ) A ) R §
h. . 2 2. 2 Av e Message n th To compute average message length Fdr

-

& dlgltal flngerprlnt transm1ss1on, dec;s1on must first be made about
_ - which steps in the flngerprlnt prodésszng should e performed in the local
’ agency and which steps should be done at a central state facility. The
process for ‘fingerprint analysis based on the analysis “of ‘minutiae (rldge
ends -and rldge bifurcéations) is shown in a slmple schematic in Flgure 4.6.
The data volumes shown are those for systems suchras those
sold by Rockwell Internatlonal . Anaheim, Callfornla and Calspan Techno-
logy Products; Buffalo, ‘New York. The Sperry- system presently in use
- in .Arizona produces an 8-bit byte of information at every point of a
30 x 30 matrix on each prlnt, based on ridge slope analysis. The 72,000
bits thus ‘generated .for each set of 10 -prints are. then reduced to .240
8-b1t,bytes.per card forapermanent storage. For ‘the purposes of this
study, the Rockwell-Calspan System ‘was assumed to be the one that would

-

j&nm e '?*T? - -ILZ(} I |



‘dozen cards to be processed per ‘8-hr work day at each’ termlnal.
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Figure 4-6. Automated Flngerprlnt Proce331ng Dlagram

-

pe used, because 1t would produce a larger volume of data and would
therefore yield a conservatively de31gned system.

-

The alternative to tr

‘ s itting 2 million or 0.5 million, or
2,500 bits per print from a minuti‘_—based progessor to a central file-is
to have only one minutiae-based system at a central locatiof and send raw
or enhanced fingerprints from the remote agencies by digital or analog
facsimile equlpment such as that manufactured by Harris Corp., Melbourne,
FL, or by Dacom, Inc., Santa Clara, CA. Such equ1pment -presently scans
fingerprint images at betweeg/)OO and 400 lines’ per inch, quantizes the
gray .scale into 2 to 16 shades (1 to 4 bits), and compresses. the data by
a factor of 2 or-.3. This" still leaves on the order of a few. miilion bits
tha¥ must be transmitted. per 8-in. x 8-in. fingerprint card. Over a
2L00-baud line, this takes about 10 to 20 minutes which would allow a few
‘This is-
inadequate for a large policeragency like Cleveland which had 52,023 1ndex
crimes’ committed in’ 1974. If we assume 0. 82 felony and misdemeanor
arrests per index -crime (the. T975 nationwide ratio from FBI UCR. reports),
and a growthrrate of 900 arrests per year (the average nationwide rate,
apptied to Cleveland).-Cleveland would have 52,558 arrests in~1985 or 21%.
arrests per. work day. If we further ‘assume that every arrest rehuir es
that a set . of flngerprlnts be. sent to the central flleg, this is 210 sets
of flngerprlnts per day. In addltlon, if we assume that there are 4.72
felonles and mlsdemeanors per arrest, .and. that 25% of’ these crimes’ ‘hHave
latent ' prints associated with them, this is an additional 1. 18 prints.per’
arrest that must be sent to the state .files. The resulting 400 or more
images-that must be sent each day are therefore not compatible with a
facsimile _capability that requires 10 or 20 minutes per image. Note ‘that
facsimile speeds are now approaching 1 mlnute per fingerprint card from

'some~vendors, but even thls speed would only margingkly satlsfx the needs_

of a large. city.-"in thé next decade.

K
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LR s oeN L The answer to this problem mtght be to use spec1al wideband
.5 . picrowave finks between the major . .cities 'and state fiYes. This, however :
* would rembve fingerprlnt transmission from the state telecommunicatlons
_ network to such a special high data rate system. For the, purposes of
this study, therefore, it was decided to -assume that the largest police
h A‘Sgencies would each have equipment to read, enhance, en.code minutiae, and
classify fingerprints, So that they would only need to transmit about 250Q0; ’
bits—per print to the central state facility, whlch could ‘be done over a "
. /T~" r _spéed state teleCOmmunlcatlons }1ne. This analysis is supported by- -
one manufacturer who suggests that h v1ng a reader/clasSif;er is appropri-.
~ “ate for: agencies processlng mo?e than 50 - flngerprlnt cards per day, serving
T ,populations about 0.5 million.' He estimated each reader/classifier would >

cést about $150,000. - : e | - .

_ ‘With this decision, average message lengths for fingerbrinﬂ
transmission _were computed by assuming that one full 10-print card and
1.18 latent prints were transmitted per arrest. ‘A card was assumed to
require 25,000 bits (2500 characters) for the™ 10 prints plus 960 charac-
ters for the alphanumerlc data. The response was assumed to require 240

. characters. - For transmission of latent prints, one print- 'was assumed to .
‘'require 2500 bits (250 characters) plus 240 characters of alphanumerijc .
data. The response was calculated by assuming 10% hits at 960 gharacters -
and 90% no-hits at 240 characters for an average ‘of 312 characters.
Averaging : both- types of transactions over the 2.18 transactlons per arrest
ylelds the average message lengths of Table 4 1. .

_ : N
. / " 3 . ‘ . . v j
Iable'4;1. Computatlon of Ayerage Automated Flngerprlnt
- T Message Length . :
- —= ) ’ 4_( , _ B
Fadd Message Length o -Weighted Message Length
. " 'in Characters _ Computation |

‘ : ;Erans—t _ , , . . -
ﬁ%ssage actions I : : _ _ < o To and

Type  Per Arrest To .. From To- °~ 4 From . ‘From
B : State = State " State = State * State
Files ’ giles . . Files 'Files F11es

. Card . . 1.0 3,460 = 240 1,587 110 849

:';Q- : Ainput . ’ . o . o _ : o
T - 0.1 x 960] . _
. . Latent 1.18 . 490 « g e 265 169 217 5
s -input‘ 0.9 x 240 . : '
| -Totals 2.18 . S 1,852 279 1,066
. . '\::: » . 5:. — ,
S - > ' L - *
- > “ . o~ 2;-'2} ) .'
f s I 25




A.4.2.2.3 Flngergrlnt Trafflc D1str1butlon. Automated flngerprlnt
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trafflc was distributed 1n Texas accordlng to the populatlon of the magor

'metropblltan areas* hav1ng the equipment required to process - the prlnts.
"It was assumed that the largest city would obtain the necessary equipument
_earlier than' the others, but that several” of the largest areas would be
_processlng prints automatlcally by 1985

3 - . .~

4.4.3 . Offender-Dependent Traffic o -
4.4.3.1 , OESCIS. .. . | o ??.
. Sl - . 1 :

o " S . . .
B bB.3.1. 1 AverageWWessages Per Dav. :The OBSCIS system 1s devoted almost

exclu51vely to the needs of the departments of corrections, with the excep-
‘tion that in Texas the BPP will be able to access the 1nzate commltment
records to compute current parole stdtus. OBSCIS traffi ill be from the
several correctlons institutions to, the- correctlons department's headquar-
ters.. In Texas, “the TDC is in Huntsville, remote from other state agencies.
This is therefore a new locaticn for a data base in .Texas, since most of
the other traff;c flows to and from data bases in Austin.

¥

Instead of belng based on the number of arrests, OBSCIS trafflc
is determlned by the number of- transactions with the systenm per inmate-day.
An estimate is made of the . frequency of inquiry or update for each inmate,

and this is converted to the number of transactlons per inmate- day. The. .

relatlonshlp for convertlng thls to average messages per day 1s.

OBSCIS trafflc in average ‘ ’ ' .
- messages per day T =. . Total-inmates in corrections department
_%\gl S -e_:xv Technology;penetration factor

- - - e R ~ tme b

. < . v
. . _ X Transactions per inmate-day .

X Messages per transactlon

’ The number of 1nmates in state correetlonal 1nst1tutlons was.

assumed £o grow at a. rate‘estlmated by state correctlo alasystem planners.
“"In. Texas, state' planners provided an estimate .of 28 OO mates in 1980
~and 37, OOO in . 1985 from a 1976 level of 21, OOO ‘inmates. i A

- .

- =57 R In Texas, implementation of an OBSCIS sygtem on a state _
network was. estimated to take place after 1980 although Texas presentiyv
has- data ‘processing capabllltles in-their headquarters. For purposes of
estlmatlng communlcatlons traffic, however., the technology penetration
factor does not reach a. significant’ value until early in the next decade.’
For the first few years, the traffic was confined to the headquarters
office, or- to “the headguarters office and the reception centers. Toward
the end of the study, the traffic on the state network was distributed to
the institutions. . . . o ' : SR

=~ The number of OBSCIS transactlons per 1nmate-day was estlmated

by plcklng the frequency of transactions for each inmate and convertlng

this to a: number of-. 1nqu1r1es or entrles per 1nmate-day.* in general,

‘\ -

_4;22 ﬂl;i:; ;,;"i{v _ ,_:
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was assumed that an inquirv and a record update would occur for each-
inmate every 2 to- udweeks., This rate of between 2 transactlons per g‘
2 weeks and 2 transactions per month 1mp11es between 0.07 and 0.14

. transactions .per inmate-day._ This range of values was used fOr this
parameter in Texas. - ’

>

_ All new data type trafflc was- adgumed to generate:a‘response
- for every inquiry and an acknowledgment. for e y update, which means two.
messages are generated by every transaction{ - ' . co

4.4.3.1.2 . Average Message Length. OBSCIS averaée message lengths
are again computed by weighting'the types of messages according'tO'
how frequently they are sent. The lengths of each transaction type -
¥ are multiplied by the fractlon of: total. transactions per 1nmate-day
used' for that data type, .and the results summed for messages to the
corrections departments' headquarters, from the' headquar rs, and for-
- an average in both d1rectlons. . ’

4.4.3.1.3 OBSCIS- Traffic Distribution. In_later gears when the OBSCIS
system is assumed to be fully ‘operational- throughout the state and

- using the state communications system, traffic is distributed between
‘the imstitutions by the number of inmates in each faclllty. In addition,
a slightly larger proportion of traffic is -assigned to the receptlon

. centers and .headquarters, and, in Texas, access is alsb provided to the
BPP so that it can have commltment records available for use .in computing
parole status. In the‘early years of anr OBSCIS system, traffic -is o
assumed to come only from the. headquarters of the correctlons department
or from the receptlon centers. _ s

>

-

l.'il,.'ll.3.2 ' yen.J".‘l Ins— '\u "ns.b ‘ j'. A ‘7’/

‘ 5.y 3.2.1 Average Messages Per Day. Only the data trafflc of thei‘
.Texas Youth -Council (TYC) was considered in the new data types for

the state communlcatlons system. . Traffic on lines serv1ng TYC homes,
schools, and headquarters will be devoted exclu51ve1y to TYC use. ‘
. The TXYC presently runs -its programs batch at night on_ the Texas Water;f
. 'De elopment Board Computer and uses “this capability for student records
and administration funictions such ‘as personnel records and Sccountlng.
The average daily message volume was based ‘on the number of transactions
per student=day Just as OBSCIS traffic volume was.’ Thedexpresslon
for average messages per day 1s-therefore the same as that given 1n
~Section 4.4.3.1. 1 above. _ : . . . : -

. . There were “about 1, 800 TYC students in’ 1975, and this' number
was assumed to increase llnearly at the same fractionil rate as state, .
officials estimated for the TDC Fnmate population.  TDC population was
prpgected to increase by about 80%. over the -next 8 years, so TYC student
population was assumed to grow from 1, 835 to 3, 280 over: the ‘same perlod.

& Because the TYC already has a batch automatlc data processlng
capability, 1ts addltlon to the state system could oceur quite rapldly.

B

\ '.'.

L. . - L.
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The technology penetratlon factor was therefore put at 0.5 1n_1979, and
1. 0 meanlng full utxllzatxon, ln 1981 and thereafter. ¢
4 - ' - .
TYC data proce551ng personnel provi “an’ estlmate of O 26

';transactlons per student-day for expected trafflc volume on an” on—llne
~data system. This is “equivalent to an average of one. message per. student
every . four days. ‘Although it seems td be a hlgh value, 1t‘1s>probably
approprlate when con51der1ng admlnlstratlve messages as well as student

records.. o C : _ Lo

As with all other data types, two messages were assamed
per transaction to account for acknowledgments to data entries and .
inquiries. - S . . : .
4.4.3.2.2 Average Message Length. TYC average message lengths are
computed identically to CBSCIS* mes~ages. Message types are weighted
according to how frequently they are sent, and the results are summed -
for messages to the TYC headquarters, from -the headquarters, and then
in both directions.’ B e

.

4.4,3.2.5 TYC Traffic Dlstrlbutlon. In 1979, TYC trafflc was assigned

. completely to the.headquarters office since it was felt that the system
would be new and experimental. -Iir 1981 ang thereafter, one guarter
of the traffic was assigned to the headquarters office and to the Brownwood
receptlon center, and the remainder was prorated between the homes and '
schools according to the number of students in each.

e

. ‘.,: o ;p. - . . .
"/;/p;u.w - Other'New Data Types . . ' - ‘ :

IR T T TR State Judicial Information Svstem.

4.45.48 1.1 Average Messgggs Per Day. Instlead of being based on the

number of transactions per! arrest as. CCH/OBTS traffic is, or the number
"~ 'of transactions per persoﬁ—day as is traffic in the OBSCIS and Jjuvenile
institutions,, SJIS .traffic is estimated based_on the number of transactions
©  per court disposition-including both criminal-ahi civil cases in" the
- ,court° that handle felonies ‘and non-trafflc misdemeanors. The- algorithm.

for computlng SJIS trafflc 1s. _ Tl
L 8JiS trafflc in average B : _ '4 ‘ B L
messages per day _ = Number of criminal and civil dlSpOSltlons per
. R S ‘year from courts that handle felonies
. » "_?_ ’___} . ... and- non-trafflc mlsdemean?rs 4

- ____. S x Technology penetration factor . o -

x Transactions per disposition = =~ =
- R . X Messages per-%ransaction 2 A
' ' - - . - ‘/\‘. R

S T . x .Time convernsion factor from'years to days

. ‘ . - - !
. /

:n L S " - | .-»45. I
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. setting functions are assumed to be confined to the local, level and the
- state-lewel traffic will be llmlted@to statistical reportlng, the number.

Lok k - 4 T71-53, Vol. III i T .
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The growth in court dlspos1tlons was assumed to be lxnear s
ianexas, "and the annual 1ncrease was based on the.growth rate for*® LAk .

.the._past several years. This was about- 5% of theJﬁg75 dispositions - . -
-in Texas. This rate of grouth was then extended linearly to_1985. .

-

_ S The technology penetratlon factor - was chosen ‘to reflect th, . -
facf that the SJIS system would likely. be’ implemented first in one major
metropolltan area and then expanded ints a.few other large.cities. This

factor therefore reflects thé. proportlon of the population served ty the P
SJIS system as it expands from the flrst trial city to other areas of ' e
the state in Texas. - _ _ ‘ , .

"
— - -
“

b4
- L

Slnce all SJis Qase tracklng, record keeplng, and calendar ,j

A
£

of transactions per dlSpOSltlon has .been taken 'as 1.0. This does not mean

‘that every case will be reported pnce, but- that the average volume w1ll be

at that “level. - . . *

~

As with the other traffic types, each SJISéfransaction gen=< -
erates a data entry and response, so two messages are nerated per;
tréhsactlon. ‘The tlme conversion factor assumes that there are 250 court -
days pertyear. : .

A Ll

e . E
S8 . . BN - -

e AR AR

§:4.4.1.2 “AVerage Message Length. -Since SJIS messages are statistical
inputs, they are assumed to consist of a large amount of data sent “to °
the state data center followed by a* briéf acknowledgment. In Texas,
therefere, messages to the state data center are taken as-one page,i

in- length followed by only a few llnes of acknowledgment.

W

I3
B -

~
-

4.4.4.1.3 -Distribution of SJIS Traffic.. In Texas, because of the
overlapping Jjudicial districts and counties, it is. difficult to as31gn

1the volume of dispositions: to a standard metropolitan area.  For this
.reason, SJIS traffic was prorated according to the population. in each .
of the standard metropolitan areas. In the first year of operatlon,
traffic was assigned to the one experlmental clty.

; .. _ . o
Y . ) ) .
~ 3 . i

4.4, h 2’3“ State Data Convers1on. T ‘_(f. _ ) L

L.y, 4 2.1 Avgragg Mggsag s Per Day. ‘Texas has offices that canert \&§><__
the thousands of exlstlng criminal histories‘to automatlc records, and
‘that enter current offenders into.the files, since field ‘users are

not yet able to do so. In Texas the office is the Identlflcatlon and’
Criminal Records D1v1s10n of the Department of Public Safety in Austin.
Traffic from this ‘agency 1nto the state criminal ‘history files was .
taken as the current level or a value that state- officials ‘estimated '
would.be reached in the near future. The traffic. level was kept constant
between the present and 1985 because it was assumed that as a gradual =~
increase 'in ecriminal) activity takes place, an increasing number of
updates to the records will be made directly from user terminals, thereby
avoiding the data .conversion process at the state criminal recdrds

< .
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... agency. " Texas prov1ded current traffic levels- in numbers of transactions
- per day. ﬁﬁls vaXue can be multiplied by the number of messages per -
b -t ctlon %o get the average nﬁmber of messages, per day, as was doesf?
L wlth all néw data types anakyzed prev1ously. e
_‘g .\ﬁ . .3‘-\; ) . X _\{‘\' - o , . . . - .. . ) ';
‘4.4.4.2.2 AVer Méssage Length. Average\message length from the
- many termlnals in the central state fa0111t1es was likewise computed . .
"/ just as it was for the’ other data types. Each)message ‘type was weighted 4
by the fraction of-the time it was sent, and fhe resulting sum over
all messages going_ to -the state files;, frov e state files, and in

both" directions yielded the- average lejggys in characters for each

- directior’. Most messages from the crim 1 records center to the state

’ -files are-data ‘entries, and these were /taken -as a whole page of the

~ terminal.’ Acknouledgments were assumed to*be a few lines at most.

- If, before updating an offender's ‘file, an, operator desires to inquire
whether the ‘gffender is a new entry or a recidivist and already -in
ﬁhe flles, this 1nqu1ry was assumed to be a few lines and-the response
a major fraction of a page. No distribution of thlS traffic to other
state agen01es is required since the only source is the group of termlnals >

1n ‘the state crlmlnal records agency. .

5-J




- . COMBINATION OF NEW AND EXISTING DATA TYPES

"and existing data types approached or exceeded

o -
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‘ o SECTION 5 . R

- '_fThe tréffic progections for existing data types in Section 3,
and those for new data types in Section 4 were develdped under the r '
assumption that there were no information system hardware or software

constraints to- traffic grbwth. In-both cases it was assumed that computer

capacitiyes. were sufficient_to handle as much traffic as -the users could
generate. 1In this section, the traffic demands are added together and

., constraints are applied, to impose realistic limits to the vélume of .
" allowable traffié based on the capacity of the central computers pro-

B

cessing the crimlnal Justlce messages.
b

.‘

Be31des being assumed to be unconstrained - the new and ex-

1st1ng data types were each computed assuming compiete independence. For .

instance, an assumption was made that the volume of ingquiries into the
wantedapersons files from a2 local law enforcement terminal did not affect
the traffic into the CCH/OBTS files when thesée files are made readily
available and-are in wide-spread use.’ In this case, the new CCH/OBTS ‘
traffic was assumed to be independent from the existing traffic into the
wanted persons files. This assumption of independence also extended to
other existing data types such as license plates and drivers and .to all
the new data types from law enfohcement to courts, corrections, and

parole agencies.

-

-

"The assumption of - independence between the data types allowed

the projected traffic simply to be added together throughout the period of _'

- state, except in the cases in which the total statewide traffic from new

the study. This traffic sum was thén the total zraffic throughoht ‘the

"capacities of the

central computers. In this situafion, the totag traffic level was reduced

L

slightly below the capacity limit as it- approached saturation, an assumption

was made that the computer capacity was increased significantly, and
‘the traffic growth was then allowed to continue in an unconstrained
fashion. After the computer upgrade, new data traffic was even allowed
to accelerate beyond its expected growth rate to include the traffic
that was not. included during the period near saturation.

' 3 .7 .

'~ This process of constraining traffic growth as- it reaches the
computer capacity is illustrated in Figure 5-1. Unconstralne projected
traffic is computed. for each 6-month period throtighout the stu y. When
the expected unconstrained traffic exceeds the computerfcapaclty, it is
reduced to 1 to 2% below the capacity limit. In the next 6-month period
it is assumed that the computer installation has been upgraded

significantly and presents no constraint to traffic growth. In the period..

following the upgrade, the growth rate in baseline existing data types

- displays the slow growth characteristic because. of the newness of the ---
" system. The new data types and existing data type traffic affected by

system dmpro»ements are allowed to grow at their expected unconstraired

rate, and an additional increment from these new data types and exlsting L

‘traffic affected by system 1mprovements is included in the period fbl-

1owing an upgrade. d o . .

Q . . . °. .. 5= -

A

'
“»



Us —
e

g .

'13; ‘ i

-¢4%) R

Z0% - ,
b3 < INITIAL COMPUTER
Vg . LMIT-
‘&'O ; _—
i-"'z"

o<

-

A\

. UNCONSTRAINED GROWTH —_ . _,
1~ COMPUTER CAPACITY. . ‘\//
AFTRUPGRADE | |

& ) , . ) ) ,
l ) " ' I . . a . ) |‘

- TIME OF |
o COMPUTER UPGRADE
Vo | TIME E

Figure 5<1. Total Statewide Traffic Growth f;onstrained by Computér Capécity

T

4



77i%3, Vol. III

~

This additional increment. e uals- the difference between the unconstraiﬁed
traffic in the saturation period and theOconstrained traffic during that
period. . . . N . xﬂ ‘

- - & .

The details: of this process: of adding new data traffic to

_existing traffic are shown fbr all the 6-mont riods of the- study for
Texas in Section 6. ' The aggregate totals fo exas are shown in

summary form in the tables of Section 1. Table- 1-1 shows total criminal
“Justice information system traffic in Texas every 2 years ‘between 1977 "and
.1985.' Traffic volumes are given in- both average ‘messages per day and in
peak characters per minute. The curves in.Figure 1-3 present the same
traffic growth information of the table .in graphical fbrm. )

i)

53 ° "



i
\

" Questjon 1
.

-

77-53, Vol. III

SECTION 6 - e

- . | TEXAS TRAFFIC MODELINQi/J//,;JKf~V~\\\\{\\ —.

~—n / -

. This section presents .more detailed informatiok on the . ~
traffic modeling and distribution techniques developed in‘ Texas. Planners
in Texas will find this section useful as. it discusses details of our
analysis that apply uniquely to their state. The general reader may
find it interestlng 'to -observe the types of problems to be encountered
when trying to apply the methodologies discussed in Sections 3-and 4

\ to a particular state: Methodologies, data, and data ‘analysis discussed
\ in Sections 3’ and 4 will not be presented again in this section. Instead
‘We Hlll refer the reader to the appropriate  part of Section 3 or N,

I

- \\/’\- : ' . - - :
. 6.1 ) EXISTING DATA TYPES .. .
C6.1.1 ‘Data»Gathering i L L N ‘)
- In Sectlon 3.2 there was a dlscuss1on in general terms

of the data collectlon results. This Section will present in further
detail the data collected from Texas in: response to the state level
questionnaire arid the user agency questionnaire. Recall that copies
of these questionnaires are contained in Appendices A and B. Readers
. Should interpret this data as the basic set of 1nformatlon requlred
‘" to perform the ex1st1ng data ‘type analysis. : = . .

-~

-

. Requnses to the Texas state level questionnaire,folloh:'

- .

= ~

- Texas provided-us with a very complete response to Question 1 -
which included descriptions of system configuration fOr'é&ery year from_~
- 1971 *through’ 1976 and reports on all changes made to the system during
_this period.. This detailed information helped us to prec1se1y define past f
and present system conflguratlons. .

. Parts of . the response descrlblng the 1976 Texas Law En-
forcement Telecommunlcatlon .System (TLETS) are shown in Flgures 6-1, 6-2,
and-6-3. - Figure 6-1 shows the 75 baud communication line .co .configuration.

" The large dark circles represent switchers and are located in Garland/Dallas,.

 Austin and San Antonio. Figure 6-2 shows 110, 1,200 and 2,400 baud.
circuits. Note that the majority of users are’ currently served by
low-speed circuits. Figure 6-3 shows all existing TLETS circuits.

N
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Coorrmmr T The ' Texas” Departmegt of Public Safety prepares a report ‘each

quarter of the year that includes any changes to the TLETS system that
occurred during the quarter. . These reports were made available to us
covering the pericd July 1971 through the present. We used them to

compile information presented in Figure 6-4. Changes to user agencies
served, circuits, data bases and switchers were recorded. - This allowed us
" to identify past system changes that affected TLETS ‘traffic levels. '

T . - The second question was expanded to ask for information on the
total number of system users, the average: response time and the number of
records in data files. Table '6-1 provided us with . this information. -
Note the difference in response. time between high-speéd and low-speed line
users. Also, most of the growth in the number of records in TCIC has. been N
due to additions to the Computerized Criminal History file.

‘Question 3 :. RO . e

. - 4 4

' Until the beginning of 1976, TLETS traffic statistics recorded
only the number of messages sent\and received by each circuit. - Traffic
‘volumes were not given by message typeg and, for circuits serving more _
than one agency, th;y did not record t.}ffic to and from each agency. " We
did, however, usethese circuits statistics to determine total TLETS
traffic and the vdiume of traffic through qwitchers and into data’ bases..

" These  statisties (an example month is-shown in Figure 6-5) were available
from October 1971 to December 1975. 7 :

-

_ A new management information statistics system was introduced
in 1976. Figure 6-6 Shows these stz®istiecs for one user .agency for July
1976. The number of messages sent .rom user agencies into data bases and .
the number of responses received by the user agencies from data bases are "

. Shown. G-Codes are the general distribution messages and the. category
‘"other" includes administrative messages/and messages into regional data-
bases. " Average "size. represents message length in units of characters per
message. However, currently, due to an error in software, message length

) calculations include only the "other"™ message types. This error is now -
being corrected.” The daily distribution of messages is 2lso given.
Similar statistics pages exist for all user agencies and data bases.
Statistics are grouped according to tircuits and then by swit hers. -
Aggregate statistics are given for- each switcher.
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j““‘““T351545:1:”“1ﬁbfsipast”Data*Basésmand”NﬁmberﬁOf:UsePS“*““*““““_‘ff9“"h

+

. - 1971 1972 - 1973 1974 1975 . 1976.

Number of Users . 135 268 .310. 319 419~ ,u§§\\ ’
High-Speed Circuits 0 2 = T 7 23 28
Low-Speed Circuits - ° 23 25 31 35 3 - 34

Average System . . 15 min 15 min 10 min .10 @in 10 min 10~min
- Response Time T T : - e
. High-Speed Lines | 0o - 0' ' 15 sec 15 sec. 30 sec 30 sec

Low-Speed Lines - 15 min 15 min" 10 min 10 min 10§hih' 10 min

LA . [}
2

«

Number of Records ih_ )

Y

File Type 1 MWD . 9.1M 9.6M 10.1M_10.7 M 1.8 T.7HN

. File Type 2 TCIC 0 - 0 392,244 691,249 1.2 M 2.9M -

i ‘ - 'NCIC, - 0. - 0 obtain from another source

- IR O 7.4M 7.7M  8M . 83M 8.5H

e L. e R - . -
*0ur Drivers License file is-currenﬁiy growing at approximately 300,000
_‘_..‘ per‘ year\ . - . - - N - - ) . ) ) . . K . : .
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W SAm

“TERMINALS ADDED = 67 IN SEPT "
TO7, TERM200LS

CIRCUTS 2 CIRCUTS INTO AUSTIN SHITCHE:

DATA BASES - SR
275 pLINES TO MV - ALSTIN

SWITCHERS = AUSTIN ONLY

/ L)
10/1/71 AIm

TTERMINALS ADDED PO TERRELL U S, CUSTOMS = HOUSTON
5.0, MARLIN, PD FOREST HILLS

TERMINALS, DELETED - $0 BAIRD, CENTRAL TEXAS COLLEGE
‘RANGERS WACO

TOTAL TERMINALS s 281 LS
CIRCUITS = NO CHANGE

T DATABASES - NO CHANGE

SWITCHERS - NO CHANGE

VAV EXTAIVEY] v

~ i TERMINALS ADDED"= SRYAN-P0,; COLLEGE: STATION-PD,
CARDWELL P, CENTERVILLE P0, NAVASOTA B,
HEARNE PD, EDNA SO, PERRYTOWN SO, FORT.
BLISS MO, ARANSAS PASS PD, PORTLAND PO,
NEW BOSTON PD; TAHOKA S0, , U0 50, J
STANION $0

TOTAL TERMINALS = 276 L5

CIRCUITS - 85A) CIRCUIT ADDED : '
PERMIAN BASIN CIRCUIT DIVIDED INTO TWOQ.
DPS NORTH CIRCUIT DIVIDED INTO TWO v
25 L0W SPEED CIRCUMS
2 HIGH-SPEED CIRCUITS

JDATA BASES « INTERFACE 10 NClC COMPLETE
INTERFACE TO DRIVERS LlCENSE RECORDS
COMALETE

SWITCHERS - NO CHANGE

OTHER = TELETY?E TRAINING MANUAL
COMPLETE

‘

LY

-

WymRAm e -

TERMINALS ADDED = ANAHUAC 50, 8AY CITY 70,84Y CITY 50,
BELLVILLE SO, CLEVELAND 7D, CONROE 70, CONROE 50,
DANGEFELD 50, HUNTSILLE 0, JACKSONVILLE 10,

LAKE WORTH PO, ORANGE SO, NACOGDOGHES 0, .~

MO VEH THEFT SEC, RICKLAND VALLEY PD, SPRING VALLEY 7D,
SPRPD, STEPHENVILLE PO, VILLAGE PD WAXAHACHIE 0,
WHAKTON 0

TERMINALS DELETED STANTON 5.0.
TOTAL TERMINALS k) LS

CIRQUITS

1GTAS, lDGTSDI? XCTNN, (LOW SPEED)
NGDSM 3000556 161524 (HlGH SPEED) -

w

77 LOW $PEED . 10LOW SPEED ‘
7 HiGH PED } AUSTIN. 3 b1 smo} DALLAS
DATA BASES - NO CHANGE -
swncms-
" DALAS REGIONAL SWITCHER omAnNc
s
l‘A *
o

b

- BLOW SPEED

Y

YRS

TERMINALS ADDED = STRATFORD §.0., KOUNTZEE 5.0,,
" MORTONS,O., CROWLEY FD, GONZALES 5.0, ROSENBERG R,

SOUTHLAKE PD’

TOT, TERM = M R ’
Wl

P

K

" CREUITS e

TCIC « 1GTAS '
CITY OF DALLAS COMPUTER « 3060566
LOW SPEED 20GT548 |
: 10 LOW SPEED
}A”“'N 4 HIGH SPEED

Toor

8 HIGH SPEED } DALLAS

DATA BASES 5
“TCIC BEGINS OPERATION
CITY OF DALLAS COMPUTER INTERFACE COMPLETED
DALLAS COUNTY COMPUTER
FORT WORTH CITY COMPUTER

SWITCHERS - NO CHANGE

.

Y)/R-4/2M

TERMINALS ADDED - PIERCE DPS, & PASO U, S, CUSTOMS,
. MADISONVILLE 5.0,, ALVIN ?D, WOODWAY FD,
MEREDIAN §.0., ODESSA 5,0., EL PASO ORG,
CRIME CTL,, VEGA 5.0, , PARKS AND WILDLIFE

rorL Te - 2 \" oH
1L -

RS- ADDD
"IGTAT  PARKS AND WILDUF AUSTIN
DNCONTAUED ~ *

ol e

10610
. G0

2815
LAYE

DATA BASES - NO CHANGE

LS

ms}"m

SHITCHERS - NO CHANGE




$\Mm- wom

—TERMINALS ADDED > FARWELL 5,07 moemcxswac 5. o

" KERRVILLE PD, NEDERLAND MID-COUNTY msmcu crx ..

. BELLAIREPD .

10TAL TERMINALS WLs |

_ CIRCUITS = NEW LOW SPEED cmcun ,
26 LOW SPEED _—_—
2 HIGH SPEED

' DATA BASES = NO CHANGE

. SWITCHERS - NO CHANGE.

F

.f.

V]

| wvt-sram |
- TERMINALS ADDED = U -S;-CUSTOMS « SAN ANTONIQ) - -

X 4 i
N HIGH SPEED

‘45 THO &0 b LINES TO MVD - AUSTIN

EAST TEXAS STATE SECURITY, PD COMMERCE (RO)

TOTLTERMINALS - 8315~ ., SR

creums - ‘\ ‘ T .

2 &0 bpy LINESTO MVD = ALSTIN : _

24 LOW SPEED

DATA BASES -

SWITCHERS - NO CHANGE

/=930

TERMINALS ADDED ~ ALAMO HGTS PD UNIVERSAL CITY FD,
FLORESVILLE 5.0., FLOYADADA 5.0., CANADIANS.0.,

SAN ANTONIO FBI JEFFERSON $,0. HUNTSVILLE CORRECTIONS,

~ ASPERMONT 5,0., SINTON PD, JOURDANTON §.0.,

~ AIRPORT (DALLAS/FT WORTH), RAYMONDVILLE 5.0, ; PHARRFD, -
SINTON 5,0./INCOTERMS = FT WORTH $.0., FORT WORTH PD,

- ARLINGTON PD, GARLAND PD, MESGUITE PD RICHARDSON P

TERMINALS DELETED - PAINT ROCK S O

TERM. CONVERTED (TELETYPE —= INCOTERM)
GRAND PRAIRIE PD, DALLAS PD, DALLAS §. 0.

i : .
‘TOT. TERMINALS =341 S0 HS
. ‘ 1L
~ CIRCUITS
2067550 SAN ANTONIO FIII AUSTIN :
G053 SAN ANTONIO SWIT, « AUSTIN

*DELETED - 30 G551, 0GT518, 30GTS19, 30 G157

W/ :m 1231/8 |

TERMINALS ADDED sasmso DALLAS FBI, LAKE JACKSON PD,
W. UNIVERSITY PLACE PD, PARKS AND WILDLIFE-HOUS
OLTON #D, CLUTE PD, WAXAHACHIC PO, CORSICANA 5.0, VERNON PD,
SHERMAN $.0., MARLIN PD, INGLESIDE 'PD/INCOTERMS ~ COLLEYVILLE PD
DALLAS-FT WORTH AIRPORT, DENTON 5.0, DALLAS$.0. No. 2, .
RICHMOND 5.0, ANAHUAC 5,0., DUCANVILLE PD, DECATLR, 5.0.,
DALLAS PD No. 2. DALLAS PD No, 3, WEATHERSORD 7D, DALLAS $.0. No. 3,
PARIS 5.0, FRISCO PD, UNIV, PK PD, WHITE SETTLEMENT PD’ ROCKWALL PD,
LIBERTY D, SILSBEE PD/CONVERSION (TELETYPE==INCO) RICHLAND HILLS PO,
EULESS PD, HALTOM CITY PD, FARMERS BRANCIPD, N. RICHLAND HILLS PD,
HURST PD, CLEBURN PD, MeKINNEY PD, IRVING PD, BEAUMONT PD, .
BEAUMONT S.0., NEDERLAND PD, DENTON PD, LEWISVILLE 0,
STEPHENVILLE PO, PLANO PD, TEXARKANA S.0., GREENVILLE PD,W AHACHIESO
FOREST HILLS PD, SULFER SPRINGS PD, TERRELL D, rmmwum
KOUNTZE $.0., PORT ARTHER PD' .

DELETED ' ’
ARLINGTON PD, FT, WORTHS,0,, RICI'IARDSON PO, MESQUITE PD,
CI.ARKSVII.I.E PD CARROLLTON PD :

TOT. TERM - 368 &HS

L . [

*BILS 1018 618 AN LS
iy asv G owas i sanantonio . | o '
" ' Lo o | cmeuts .
DATA BASES - NO CHANGE IGTAIS  DPS/AUSTIN .
SHTCHEES. : mcgssa PKS AND WILDLIFE - HOUSTON - _ o
" SWITCHERS - 2 IoLs 6I.S -
INTEAC 10 AN mromoswncasa A 9 }*‘,’5"” ms} DALLAS ™ }WAWN‘O
, oo DATA BASES « NO CHANGE LS = tOW SPEED Y | -
Lo ' S - HS = HIGH SPEED .
L] 1 “ ' L L . , ‘_.-.- . I‘I."'.O' T ‘ £l - , L Lo . ) ) ,
. /_ BN . L \,",,\, KRR RO K .
‘ o Figure 6-21 'Iexastast Improvements to Comaunication Systen - ‘

it
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TERMINALS ADDED - SEABROOK PO, Lo PORTE PO, newsrms 0.,
fCR AUSTIN No. 2, COLUMSUS 5.0, IONHAMPD ENNISPD/
(INCOTERMS) DESOTO PO, ‘BURLESON PD, FORTWORTH/DALLAS

4 1/74 ~&X/74

TERMINALS ADDED - 5, HOUSTON PD, LANCASTER PO,
ADDISON PD, DONNA #D, FRIENOWOOD PO,
TOMBALL PD, EL PASO FBI, MERCEDES PD, HILDAGO PD

I TUNPIKE/CONVERSION anmre—-mcom ORANGE PD -
T L TERMINALS DELETED - FORT WORTH PO, ronrwonmro
_ c . _ Co (RO), VAN HORN 5,0,
R - TERMINALS DELETED = owworo : . o
o L TOT. TERM. =383 63 MS SR '
0T, TERM = moanKs - o C s ‘
s : :
- . ‘*'ci:mn' . ' | CmCulTs - 0QoSS .
. . ‘ ‘ _ s 218 oLs N
| Cjotes o .. nns} ':msz._ '
| - , . DATA BASES | .
’ -o&e;sos NGT5Q, 0GOS * 6L$ - . SAN ANTONIO COMP?
AUSTIN DALLAS SAN AN NlO ‘ N
nns} . I!HS} _ } 10 . swngpnsns-mwswncnzmoveoro S
Dm s 4 , SO § REGIONAL HEADGUARTERS. (MAY 31, 1974)
NLETS - COMPTERTOCOMPUTER INTERFACE. =~ R : ,
CITY GF HOUSTON COMPUTER o o : - “
. CswhcueRs-NOCmNGeE /S C . 0 T I B
| wmseaas WSS e e
TERMINALS ADDED = EASTLAND PD, INGLESIDE PD, KATY 7D, TERMINALS ADDED - THP FORT WORTH DIS:OFFICE, KITCHCOCK 2D,
. *<HUMBLE PD, HOUSTON S,0. WARRANT SERVICE, SPEARMAN PD, DALLAS IRS REG. OFFICE, DPS - AUSTIN RADIO RM,

? (CONV, L.S, —=HS) DPS-AUSTIN COMM. CTR., DPS-AUSTIN 1.C.R.,
. DPS BRYAN, DPS WACO, DPS DAL/GAR., DPS-TYLER,DPS wncmunu
DPS AMARILLO, DPS LUBBOCK, DPS ABILINE, DPS-MIDLAND,

GEORGE WEST 5.0., GILMER S, 0,, ROBY 5.0,

" DELETED - DPSTURNPIKE, CISCO P, B ‘
* LAKE CHARLES, LOVISIANAS.O; v . ' 0

. DPS EL PASQ, 0P SAN ANGELO, DS OZONA DPS SAN ANTONIO,
‘ DPS CORPUS CHRISTIE DPs HARLINGEN DP3 HOUSTON DPS BEAUMONT
TOT TERM., =403 ; 43 M5
' T T TOT, ¥ERM - 09 81HS
' . - JeBLS

CIRCUITS = NO CHANGE

DATA BASES
WICHITA FALLS REG. DATA BASE OPERATIONAL
. "1 NGD&‘A(A-LG), J0GDs25(A=45), 10GD(D-18),
SWITCHERS - ‘ :

10G070{019),
' NOCMANGE, - = - : | .
N - o v ' ot . ’
X ' 20GTSSH(A-27), I0GTE58A-26)

- S RGISSH(A-29) FORM, GT5020, NGISLO(A-) FORM, GT3019

. b CIRCUITS - thpl ‘
‘ 1GD4072 (A=), lGD4073(A-2$) 1GDAO7HA0),
GD621(A~41), J0GDS2B(A42) 0GD62BA4), - -

' ‘ ‘ \

‘ 2wobp.
o 20FDBI{A~34) HARRIS COUN-GOMP; JoGD&nmo)
. : DAu.As SWIT, losﬁw(o-za) N

. ‘ o IOGTZIS(D-Z), IOGTZIb(D-a), lOGTZIT(D-l)

R R ':' lGDSN(A-J?)b’lGDSZB(A-:&a) (aomupsmoeo aoow

oamo-lcrm lcmno aocrsaz
' DATA BASES - MVD ansummeo £00-1200 bes

SWITCHER -

, A=SWIT's NOVA.lm REPLACES NOVA 800.

2)  2nd LINEBETWEEN AUSTIN-DALLAS/GARLAND SWIT

3) 10 1200 bps LINE INTERFACES ON A-SWIT, AND
‘ J:ON DALLAS/GARLAND SwiT, 10 ACCOM
. 20 DATASPEED 40 TERMS, -

4) 23 TELETYPE TERM. TRANS FROM A-SWIT 'I'O DALEAS/

- GARLAND swiT, A

oM -5) SECOND MICROC INTERFACE INSTALLED INA-SWIT
® FOR TCIC

“"D K ‘- e
. . R




JELETED = SUNDOWN PD, MASON 5.0.

OT. TERM, =410 " &3 S
LIS

RCUITS -
ADDED 1060403 DALLAs/GAnLAND ump;

 CONVERSION HIGH SPEED (1CC 404)
%S DALLAS/GARLAD, DPS SURPHUR SPRINGS, DPS SHERMAN,
DPS TEXARKANA, -DPS CHILORESS, DPS MINERAL WELLS,
DPS AUSTIN NARCOTICS SVC., DPS AUSTIN IR No.2,0PS PIERCE,
DPS PECOS, DPS LAMPASAS, DS LUFKIN, DPS VICTORIA,
DFS KERRVILE, DISDELRIO™ . ,

7753, Vol. III
7/1/74 9730/ 10/1/74-123V/%4 C/15=331/75 -
TERMINALS ADOED - HOUSTON FW, CLIFTON 10, TERMINALS ADDED « FORT SAM HOUSTON PMO, TERMINALS ADDED - SAN DIEGO 5.0, , WEASTER PD),
BOERNE 5.0. , KARNES.CITY 5.0., JERSEY VILLAGE PD: CRYSTAL CITY PD, GOLIAD $,0., . LEAGUE CITY PD, SMU SECURITY POLICE,
ANGLETON PD, L PASQ DRUG ENF. AGN, . NOULANVILLE PD
AUSTIN DPS - SAFETY RES' GROSBECK PD TOLIEM =290 &3 HS '
20015 Tom TERMINALS - 98 63 KS
DELETED - NEW BOSTON P, ORGAN, CRIME CTL. UNIT - & PASO _ , 05LS 1
CIRQUITS~ NO CHANGE e
101, TERM. =30 &H : CIRCUITS =
L DATA BASES - NO CHANGE ® }fs AsTN ';fs} oaLLas 6 "5] SAN ANTONIO
CIRCUTS - NO CHANGE . SWITCHERS « NO CHANGE - , Y '
‘ ‘ . X ' DATA BASES =
DATA BASES - NO CHANGE ‘ TARRANT COUNTY REG. DATA BASE MOINS ,
‘ OPERATIONS. - '
SWITCHERS = CORE SIZE OF AUSTIN SWITCHER WICHITA FALLS REG . DATA BASE - 8EGINS OPERATIONS
" EXPANDED FROM 32K TO &2K, ALLOWS : BUT LOW TRAFFIC VOLUME DUE TO PROBLEMS.
FORMAT MASKING OR CALL UP ON ALL TYPES K HARKIS COUNTY COMPUTER 1
OF INQUIRY FORMATS TO DATA BASES : :
2 S r SWITCHERS - SIX NEW REGIONAL INTERSTATE -
HIGHWAY GROUP CODES AVAIL , FOR ALL TELETYPE
* USERS.  NEW GENERAL WANTED PERSONS SUMMARY
. —_ NOW N EFFECT - ;
s ] nm-ame e 4\/15-8/%/76 .
ERMINAL ADDED - SOUTHSIDE PLACE PO (L5), TERMINALS ADDED = LOW SPEED TERMINALS ADDED - LOWSPEED . .~ °
HIGHLAND PARK PD (HS), NATS DALLAS {HS) LEON VALLEY PD, ROCKPORT S.0., GALENA P PD, HARKIS COUNTY OCU, LIBERTY 5.0.,

JACINTO CITY P, HUNTSVILLE 5.0., GATESVILLE PD,
- MARKER HGTS PD, LAMPASAS“S.0,, WINNSBORO PD, -
* SOUTHLAKE 70, GRAPEVINE 0, 8EDFORD PO

HIGH SPEED = DEA-= ou.ug _ - .

DELETED - EL DOREDO 5.0, STERLING CiTY 5.0,

TOT, TERM, - 412 398 Lnss , SPEARMAN PD
LS
ATA BASES - NO CHANGE | OT. T2l 0SS '
CIRCUITS 36LS
WITCHER - NO CHANGE 0GDS74 AUSTIN 1200 bpe
‘ A1GDAI7 AUSTIN 1200 bps cutcum -
164135 AUSTIN 2400 bos DELETED (ALL BEEN CONY. ro HSL):
- ' . T NG TS
© | DATABASE - ‘ N6 -
SECOND 2400 bps LINE TO TCIC ‘ 161307 - o
LIDR LINES UPGRADED - 600 bpe = 1200 bps o : ‘ :
., CITY OF AUSTIN DATA BASE = NO CHANGE
' SWITCHER - NO CHANGE SWITCHER - NO CHANGE o
. . . . . )‘,"
. ‘A -
5 ‘. . “'. " ." N ot ’.".“
‘\"b' ' R ‘-V. L g . . ‘ ’ -
5 ‘ ‘ . t ' ’ “ o !
‘ c 5y
‘ . LEGEND: 'LS » LOW $PEED
) ; - o HS » HIGH SPEED .
J - . - - x
,‘*:u 5 . . ‘ .‘ , k‘ﬁ
- - _ Figure ‘6-15 Texas Past Improvements to Commmication Systen .
. , 1 n O (Continuation 1) ‘
o vJ
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. ) . Oate — :kénof' 17201575 o '_‘9; 12:31-75° L ‘
_LiNeE ekt : MREC MSEN ‘; ; - b MMON'h\ " _ToTac
> _, 167507}, '1251' iy 5'1;6 . 0 = 1307 ‘
o | JocTsee 5063 - 3u05 |- iy 3468
02 | 3067527 7392 s89s - o . L3212 :
®. 50GTsS53 4707 - 2325 R B TS Y
O 6T T gy 26 L ) ] 20269 -
05 | 6T 3363 .o o AR U BT S TS SR
: —— , 4
% |i1gta1s 76 17736 " 9 17812
97 {30G6Ts4S 12468 -8835 0 | ;1303 .
o | oTse 23904 t 19511 0 43415
-0 3oeTsie 17255 13885 : s 31140
9 hgTals 0 S 0. 0
"’ 0 0 o 5 R
12 |-306TS0 9406 _ h 7080 0 16486 -
13| 6Ty 10103 - [ 8022 9 18126
M [TieTae 6159 _"_2650 0 . 8809
: 1s.v 1_cns_ '3‘. 0 0 ] Yo o o
.. _teTse . sze! | - 1208 S 1582
\’\:‘% b 3““":23 6 1#57& | . 12326 . - - |- F o 27002 -
w0 | deTse | T ':7212"25'9 o 17769 By ' 40038
1w | 3067534 14756 11955 o 26711
20 | 30GTSIS 20106 15977 o 36083 - —
21 | 30GTs33 . 12844 _ 9334 e f’—oorm
2 hkoGTS550 1944 906 0 ] . 2850
B mrm 7 24531 1}995 _ i J):?S
Ll 2 190‘&072 - : 7652 T e 53]1 S 13623
L D 6 S -<?l126 "j’” . 37)} 0 1080k
_* liogpe 32858 25549 0 58407
Fig.ure. 6'-_5‘. ' TLETS Circuit Traffic Statisties .
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T ate L ey T T T 1250157y e T N2=31=s5

uxuf‘. ckr MREC MSEN - MIAON ' T AL
2 2001307 17664 vasez Ll o - 32011
o lsoctsss _ 13398 . acemy’ 0 23605
» 15067550 20996 | . j1g136 - 0 | 57130
0 [306T560] . 14614 | 10334 o | =2u9s3 -
# 13067539 8165  e294 o ‘0 14usg
) 12 | 1GDAI 107521 108131 0 215652
3 ‘ ' 6 .- .0 0 0
“31 | 29FD- ‘
Y- oosy 10199 7446 0 17645
L3 | 060556 239953 - 205246 0 445199
% 13060637 280869 214958 K 495827
3. | 6052 150121 | 150053 | 0 300174
T | oo 155540 155523 ; o - | 311063
3 |306D536{ T 142735 I 120621 -0 263156
© 1<;:>t_oo'§1¢o~L 12145 - | . - 718t d 0 e 19299
. &1 30GD621}. . 5855 e lollo.‘o o 0 . 9999
12 _|306D0622; 5959 ' 39_;7 o g I 3896 -~
o 4 [3060628P ¢ yzuar | 7 igezy .l 0 1 22852 '
M 3060623] - - - 26245 . T e 44326
<o 45 [3660624 e o0 g 0
% 3060625 12973 971 0 22444
€’ R 0 IR - 0 o
“ cosss | L ewosz. . | seesii - | o | oiiuess
45 L aeoas 1T yo6e21 -0 | waii7o . - o 842091
‘ 0 - [ GFCsu2 1‘65384 I 183729 - o | (o ‘ -3Q§113.
L s | Fhassemy 33005 © 33182 - N 0- - 86187
= (reied) - .0 - " 0 . 0. _ : o
s6 oML | oo < e ' a | -141566 . ‘
LA 4 2,200,268 . -1'-972.'73h 1 0 3,175,994
¢ - ’ . . . . . l
| Figure 6-5. TLETS Circuit Traf‘fic"Statisti_cs (Continuation 1).
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RIPORT PERIOD oo TLETS USE? NANAGEMENT REPCRT

| , 08/01/16
e e QUOUTE TRV VLT e MESSAGES -SENT-AND-RECEIV ED-BY- ot ot o L e
. e - ALJF - . E
./ ‘ EL PASP P s '
. . , ' \‘\ .
LIDR . TCIc NCIC W0,  NLETS  STA ERR . -G-CODES OTHER  AVe SIZE . TOTAL DAILY AVG
. SEwT 12 1283 0. 8" 302 B0 1 9, R0 08 89
- ReCELVED 112 1247 1065 , - 766 HBL, 160 909 0 - Al T 4 15

TOTAL, 32 . 530 1065 1544 653 360 910 309 384 1603 245

“lllll‘t"“"‘t““‘.““!.tllt,l‘l.ttl.l'lttltltllll“_tlltlllltt
. v te

 €t-9

TOTAL MESSAGE TRAFFIC AVERAGED'BY WOUR ANO- DAY T -

TINGINTERVAL  SUNDAY - WONDAY  TUESOAY  WEDNESDAY  THURSDAY  FRIDAY  SATIROAY  KOUGLY AV  MONTHLY TOTAL
© 0000000 . 7 5 e o -2 6 T 24)
0100~0200 8 4 7 nu 3 9 v 1 U1
0200=0300 9 18 3 v 1 1 R " 282

© 03090400 1 n- LA . 6 9y 1. 3T
0400=0500 19 R U ¢ 2 20 S 359
05020500 b 10 1,08 3 3 13 9 239

-~ 0600-0700 B VA By B s 8 6 100 3

v 0T00-0300 1. S a 12 11 S 29 .,
08JJ-0900 . 3 B 4 2 23 2 (. 319
0900-1000 - 6 SR (' K T 10 18 1 10 32
1000-1100 S5 oo 1t 12 9 1 3%
CIER10 10 B R T | 8 9 I { T )
oe=13000 - § A L 13) 15 1 6, B 433
SRRt S TR L N .9 , 15 8 9 10 3R
© 1400-1500 10 M 0 A [ 1 9 9 1 34!
1500-1600 . 11 8 1B D 9 § 8 , 12 393
1600-1700 10 > 18 1 "6 8 15 Y, 383
1700~1800 5 1 % - 22 6 7 1 . 1 VA%
S8R0 13 18 % . 2 ‘4 5 9 3 4l
1500-2000 18 6 18 8 5 6 9 10 o
2000-200 v 8 6 15 . 16 2 [ 5 " 1 245
2100-2200 9 b 9 R 12 3 ‘R 9 293
200-2300 - 13 8 9\i .8 10 5 b 8. .m
20000 T 12 4 13 16 - 4 ¥ 88

© OAILY AVERAGES - - 230 - 2% . 03060 ' 300, 2h 18 é q 5 103

4

ttitttttttttttttidt'ttots'attawttttattttattthttttattattn;ttanitatt.T
4 , ) .

. ) sriof e .
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. MOTEXTINMESSGE 0 NORE mM\ifg-cuoes o OTHR .13
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The -TCIC manual and example drivers license and vehicle
registration formats were used to determine average .message length.  Table
6-2 shows the average message length results. Combining these message
lengths with the distribution of traffic by message type allows us to
calculate an overall average message. length of 110 characters per message.

S Suestion 5 c _—

No information availabf&. .

.

- Qggagjgn u- ' C. o ‘ : ' _!U ,MW;““;_“N,j;,M»_W,“ﬂaﬂwm;,

-

Question 6 .
. . - \'~ L8
o : Messages are automatically forwarded from the Austin sw1tcher
to the NCIC data base in Washlngton, D.C.
. ‘ e
- Qgest;gn_z
K ‘ ‘ - Three planned upgrades mentioned®were: - | ' 5 .
[P
e (1) A substantlal 1ncrease in the numbér of Computerlaed
g C Criminal History records : . : ‘ . R |
(2) The expected upgrade of about 300 low speed termlnals:
& (75 bps) to high-speed CRT termlnals (12BO bps)
. - - ) - . ‘ {}
O . (3), -A 20% increase of new users. | I
,t’J - I3
. _ _ f_Table 6-2. Texas Average.Message‘Lengths S
) P . , (Charadters'per Message) : _
N , - 5 c - .’_ - -' ) ‘ . - . ' e . DEPN . P \ .
g (_“’: - . . ‘v ] ) . . . ; .
, Message Type JAnesoooe 0 Qut .
" TCIC ‘48" 86"
. LIDR =~ 7 35 "300
A MVD 50 TS
. - Adm . 500, . . 500"
: " NLETS-Adm 370 250
: . . K - .
5 NLETS-Data Base 100 290
© NCIC ” 5o 90 -
: ’ 1175 v .
] ’ . - L)i_) . . - !
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. reporting terminals was 2.33 and the ratio ranged from 8 to close to 1,é§.

‘porated. and unlncorporated ‘areas and st
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Approximatély 270 of the TLETS user agencies responded to our
user surveys. Results from these responses are now presented. - .

. — . . . S
. . ‘ : g )

N Traffic statistics obtained from user agencies agreed well
with traffic.-statistics provided by the state. - One statistic of interest
obtained from the user survey was a measure of the peak-to-average traffic
ratio at each terminal. The average peak-to-average ratio over all

A

T ot
onse . . , o
. a : E ‘ §
Acceptable response times were of 1nterest to us because of
the impact response time has on system ‘de 1gn Figure 6-7 shows the .
results of the responses by user agenciesf in the acceptable response time
questlon. Figure 6-7 is a frequency diggram showing the .number of
responses falling within acceptable response time, ranges. For example, 18
agencies 1nd1cated an acceptable average response time of 10 sec or less.
The two most frequently chosen times were 30 and 60 sec. The range was
from 2 sec all- the way to 300 sec with the mgean being 52 sec. Most
agencies reported the acceptable response ti to be very close to the -

exlstlng response tlme.

v .o - .
Agen r i P : _ -‘., 0

Because not all user agencies returned ‘their surveys other
sources were 1dent1f1ed to obtain populatlon spersonnel and crime—rate
statisties. "The: primary source o{_data was a-° llstlng of unlform crime

reports by county (Figure 6-8). EacE‘éE%E@y is broken out by incor- =
istics are presented on popu-

lation ‘and the FBI'sfseven index orlmes. An example, shown in

Figure 648 is Cameron County. There are five cities in Cameron County..
Brownsv1lle, Harlingen,. San Benito, La Feria and Port Isabel. The
population and number of index ‘crimes occurrlng in each of these cities is

‘presented as well as totals for the 1ncorporated.areas.- The. next line

shows population and incidence of crime for the unincorporated area of the .
Lounty. The unincorporated areas are served by the Sheriff Departments.

,Finally the total County population and 1n01dence of crime. statlst;cs are

presented. These statlstlcs were available for all countles 1n Texas.,
: Additional personnel data were obtained'from the uniform crime
reports issued annually by the FBI entitled Crime in the United States.

. Under the Police Employee Data section, tables are included showing the -

number of full-time. policé department employees in cities. 25,000, and over

b in populatlon and in 01ties 25 OOO and under 1n population.

- <
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'_6;1.2"- E Analysis Methodology Applled to. Trafflc Statist;qs

v

Two different types of statlstlcs were used in- Texas to

cfgdetermine total system' traffic.’ First, recall ‘that prior to 1976, only
- message volumes by clrcuit wereavailable. ' These c¢ircuit statistics
-provided information on the number of communication messages sent and -

?received by each circuit. Since eggh communlcatlon .message is sent and

i recelved the%eastatlstlcs double

s

unted communlcatlon messages.
. After 1976 the~number of messages was broken out by user
agency and .message type (Flgure 6- 6) leferent message types were. '

. counted as. follows. L ) ._: L

a

s v " Each user. agency sendlng a. message 1nto these data bases o

*  has one message recorded in the sent row: and when -the
o v response returns has one message recorded ‘in the recelve
PR ‘row. In addltlon,_each of the.data bases. has a message
_recorded in: the receive. rOW'when it recelves a message *
“from a ugeﬁbagency :and ‘a message recorded in the 'send
‘row when it respondsff This .leads to . double countlng of

_ 5;[y. these data baseé messages._f?{i_ 2 T . ”_.iﬁr‘”
| "*'A_.(Zi}' Messages 1nto NCIC S ".g S
LTy fh:i}:, ?:i Each’ tlme a responseals received from NCIC a message is

“the NCIC computer. rThere is; nd double countﬁng of NCIC

(3) Messages 1nto NLETS
o L All messages sent by user agencies or. computers 1nto
{ ' ' NLETS are recordéd as being sent by the agency and
received by NLETS while messages. sent by NLETS are . -
-recorded as being sent by NLETS and received by a
user agency. NLETS messages are double counted.
Aﬂ“f(#)_"é—Codefmessages-hj*-ﬂf; v
SR When an.agency wants to send a message to many or all '
. ST y _ ' othér’ agencles, the ‘message travels . to: the approprlate‘
' " . DPS terminal" (Austln, Garland/Dallas, or San Antonlo)
The message is recorded as. beimg sent by the agency and-
‘also belng sent by the DPS send termlnal. .Each- message

gsgf':f':f . - sent by the. DPS send- term1na1 is received by many”user

_ agencles and each of ‘these receiving terminals records
a message belng recelved.‘ Thus, ‘send. messages are '

'*f“_ L double counted but’ recelve messages are not.

—
. : ——
y ]

o

:{(1)‘ Messages 1nto Texas State Data Bases - TCIC MVD Llaﬁ?ﬁé'

.recorded .as be1ng received by a user agency and sent by .-

':- messages.; B T e T

.

Sl e



: o .7’7.7—53, .vC.?l."III‘ - . - - / | ’ ,

¢ . p .. , _ o . .
- (5) Other-messagés: L SR , S
__These are admlnlstratlve messages from one user agency
_ o to another.' Each:- other message is recorded as being -’
t '~ _sent by one ‘agency and received by another.' Thus, there
- is double countlng of these messages. R - o
e -
‘ b - A set of" these user. agency statlstlcs is given for all users,
'data ‘bases, and- switchers dlrectly connected to the Austin switcher and
... for all users and switchers directly coniected to the Dallas switcher. The
~-third swltcher, located in.San Antonio, is not .operated by the Department -
of Publlc Safety and thus does "not- have similar ‘detailed traffic - . - .
- statlstlos. However, looklng at ‘the. set of -Austin switcher statistics,
_ the Dallas switcher .and the San Antonlo switcher are j¥ncluded as user
: agencles.' Thus all. trafflc coming from terminals tied- directly. into the
' Dallas.or San Antonio switcher into the Austin switcher is ihcluded in the
set of Austin. sw1tcher statistics. This inecludes-all messages into Texas
‘state’ data bases, messages into. NCIC and NLETS, and -a fraction-of the G-
Code- messages.' Those ‘messages not’ 1ncluded are . the. 1ntra—sw1tcher h
lmessages ‘of. the Dallas and San Antonlo switchers. These include admxn-
,ﬁ‘hstratlve messages between Dallas users or. San Antonlo users,_querles
by- Dallas Msers into- the Dallas reglonal data bases, and G-Code messages
Tf“between one Dallas user and only ‘other Dallas users and:- between ‘one San'
" -Antonio user_ and’ only other -San Antonio users. - Since statlstlcs -were’

'“?avallable from the Dallas. switcher, these: intra-switcher message columns _gfifjl'

. ..were. avallable for Dallas. San Antonio 1ntra—01rcu1t statlstlcs were

- obtained from the San Antonio Police Department.. Flgure 6~9 shows the
‘flow of messages over- the ‘TLETS system in June  1976. Message flows - -
shown with solid "arrows .are to and -from. data bases whlle dashed. arrows<5
~signify G-Code or admlnlstratlve messages.-«All data base messages are
-into state .or national files except for 4, 200 messages from Dallas "= . -. .
" terminals into the reglonal Dballas datavbases -and- 3 900 responses- from,lpg
the regional data bases baek to Dallas. term:nals.f Termlnals .shown :to
 the right of the Dallas data base ang San’ Antonlo data basé€ are part.

of reglonal or: local systems.‘ The terminals. and communication lines ,
serving these agencies are not part of the state TLETS. system. However,
trafflc from these terminals is reformatted by reglonal oomputers and
_'sent 1nto the state system- ' : : -

o Admlnlstratlve trafflc is shown between Dallas Termlnals and
other Dallas Terminals, between. Austin Terminals and other Austin :
Termlnals, between San Antonio Termlnals and .other -San Antonlo Termlnals, BRI
between Dallas ‘Terminals and Austin Termlnals and _between San Antonio .

. Terminals and ‘Austin Terminals. We show that there are many. more G-Code
messages from sw1tchers to users than from users to swltchers
_ U31ng the above~1nterpretatlons of the Texas traffic
statlstlcs Wwe were able to. establish past ‘traffic growth patterns from.-
1971 to the present whlch wWas ‘used to establlsh Texas basellne growth.-u“

A
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'-6.1.3-":* Peak/Average Trafflc Ratlo

Recall that the peak—to-average ratlo is the ratio of traffic
volumes during the peak hour and average traffic volumes.  We use the
. camputer's. peak/average ratio Jto descrlbe traffic varlations of the entlre',
system (see Sectlon 3 3. u) - :

-..‘__

In Texas one avenage peak/average ratlo was . used ‘for all state.L

data bases. ‘Traffic into state data bases was 4,522 messages per hour .
@durlng the busiest hour of July 1976 and aver-aged 2,565 messages per hour
1n the same month. The peak/average ratio is. : ,

f— = 1.76
2,565 .-

Fa . . 5 ’ !
B - -

To ‘insure that we would not underestlmate traffic, a peak-to~average value -

: of two was used in, Texas. _ o -
';;6Li;h :f'ft Traffic- Growth Modellng
LTIN ' Pa§§ Irafflc Grgwth After interpretlng the Texas trafflc

f statlstlcs we were able to construc* the curve of past growth in communl— _
' cat;on messages which is. shown in Flgure “6- 10.; The curve shows a- pattern -

mfgof continuing growth.v T

& T I r T Tt T T I‘IfT‘T?1 T T T T T T 1T T
5. 1o TEXAS - TOTAE TRAFFIC GROWTHOE . . .+ ST
g 100/~ - - COMMUNICATION MESSAGES - L T INYT
= 10
OB o ‘
- anl : -
% 3 &0 T T
22 o -
o -
> 30} ~
=
= 20p , -
3 ol e g 1oy BTN S (N SN SN HI008 TN LA U SN TN N SR S B s
T TOUNIMMI S NIRMISNIMMISNIMMIS NI MMI
e -4_ 7T 72 o RS < ~7A 75 T 76

S _ v | |
' Figure 6-10. Texas Past Communications Traffic Growth =
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' The-sharp increase, in traffic that occurred between April and July of 1973 °
was caused by the addltlon of the’ TCIC data4base. . In ouf-analysis-of past
growth we only go badk as far as. 1973. Our justification is that. prior to
'1973 -the TLETS system was so much dlfferent than in later years that = '
comparisons would be 1nappropr1ate. - S

o 6.1. 4.2 System Improvements.. A port10n1of past tbaffio}groﬁth can:?'f
be related dlrectly to system 1mprovements.’ Past improvements were:
(1)  Addition.of neW'SystemvuSers. .

R '~ (2) Addition, of new data files ‘
L ;i (3) -~Substitution of low-speed commﬁhication'lineshwith
e " S high-speed lines and new terminal equipment ..
f.y. - o (5) Implementatlon of local an;/Zeglonal 1nformatlon
' - systems. o { . ——

. Between January 1 1973, and the present there have been 106

- New agen01es 301n1ng the TLETS system. ' -

- - Table 6—3 shows the increases 'in traffic caused by the'
addltlon of new termlnals which are all serving law 'enforcement agencies.
Tne fact ‘that s1gn1flcant trafflc increases were occurring in 1976  due

.. .to new agencies suggests that not all potentlal law enforcement agen01esf

'_,are subscrlbers to the TLETS system. : .

. o : ‘There were three periods in Texas when lines were upgraded _
from low speed to high.speed. The first océcurred in Cetdéber 1973 when 60
" agencies were prov1ded with high-speed service. The benefitting agencies
were Police Departments and Sheriff Offices, and the estimated resultant
‘traffic  increase was. 3, 700 messages per day. The second upgrade. began in

. July 1075.. Twenty Department of Public Safety Offlces were- provided w1th.ﬁ3~'

-ﬂhlqh speed lines leading to an increase in traffic of 3,900 messages per .
day.  Finally.in January 1976, 15 additional Department of Public Safety
‘Offlces were given high-speed- lines. The accompanying traffic'increase
'has 2,550 messages per day.'. s - - " . o o
~
_ ) The addltlon of the-TCIC data baqe in - July 1973 had a maJor
-hlnpact on trafflc which was dlscussed in Sectlon 3. 4. 3 1.- N :
j Flnally, the 1mp1ementatlon of . 1oca1 and reglonal systems

__cau°ed an’ increase in traffic. Small 1ncreases in traffic were identified
.~ from’ the-city of Houston, Harris County, ‘Wichita Falls and Tarrant County.
"All together these 1ncreases totaled 1, 650 messages/day.— '

-

LN
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| Table 6-3. Texas New Agency Traffic Impact .

.
!
/
J/

-. - Time Period = /' o Total Traffic Increase
. January 73 - February 74 . sp22 - e
- T . - 7 ,'/ ' : - ‘
" . Eebruary ‘74 - February /75 | = . 2023 .
February 75 - Present, ~ . __uo81
. X ' f’, ’ —A . R
. Total . .- 3 11,126

»

’ Table 6-4 summarizes the effects on traffic—of improvements
to the communication system. The impact during each 3-month period caused
by all system improvements is -shown in the rightshand column Note that
the largest increase occurs in late 1973 because of the addition of .the
TCIC data base. Substantial increases are also indicated in the third
quarter of 1975 and~the'first quarter of 1976 due to the converSion of

low-speed lines to high-speed lines.

: To obtain baseline growth we' subtract out all past traffic
increases caused by system.improvements. Ehgure 6-11 shows graphically
this. subtraction process. .The top - line represents total . TLETS traffiec-
averaged éver 3—-month pericds. The next line down Is—TLETS traffic-
~with increases due to the addition?of new terminals ‘subtracted out.
Successive lower lines represent the subtracting out of traffic caused
“ by implementation of regional systems, the addition of the TCIC data
base and high-speed lines.a,“‘}__ o . oo . }

6.1.4.3 'Inaffig_gigiggtiggs The baseline growth curve developed

in the previous section is used to project-future baseline traffic.

We have shown that ~in the past baseline growth displayed an S—shaped
curve with- growth being slow before and after system upgrades and linear
between-these periods. In order to predict future traffic growth we -
~.must’ make assumptions regarding actions to be taken by Texas deciSion _
Z-makers in upgrading. communication ‘capacity.” Conversations with Texas =
planners led us to the assumption that it is not likely that the state.

‘Will® increase capacity before saturation effects. begin to occur. However, _ff'

once these effects become ‘evident, funding -necessary - for increaSing
capacity will be obtained rapidly.-, L. _ . . _ o

o . ‘r' X \ . . - . i . .
. / - . . . i L - - . o
L Ea " o e . . oy .. . . -;; N R - . .
R . . . . %
2 . IR |
. . ) . L N ~ . . S - .




{Tabie_6-u. 'Tean'Impacfs'of*System"ImprOVemeg§§ ;IAvéraée Messages/Day’

New

| | Righ-Speed - . ‘Regiomal
Terminals - Linmes - . Data Bases ' Data Bases

e —

January-¥areh, 1973

\pril-J ime y 1973

July-September, 1973

)etober-Decenber, 1973

JanuéryQMarch,*1974'

pril-Jue, 1974

July-September, i974

Jetober-Decenber, 1974

J.énqa;f:,?'-mrarc‘_n_',.qgv'sf o
Apfil—dune;l197§ ' L
Jui}-Septenibei;,-'1_975P |
Jétoper-Déceﬁbér,1975 : .

Jéﬁﬁérylﬂafchgii976 -

Apr'il-,J une, 1976

’

e
o

.{'1,76u
'1",'uqol
S ‘49'6
-  . 6?3 _-”

70

201

e

56

- 821

1,067 .
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*than other states’ because
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Texas baseline grow;h d1splays less -of*-an S-shaped curve
£ the d1str1buted nature.of the TLETS system_

(see-Section 3.4.4). How ver, we can identify perlods of constrained

. and unconstrained growth. Flgure 6~12 shows the Texds baseline growth

data points. - Lines are fit to the data . points of the .unconstrained
growth period of January 1974 through March 1975 and the slow growth
period &h April 1975 through December 1975. '.The slow- growth period
line has a slope of 2,120 messages/3-month period which is interpreted
as an .increase of 2, 100 messages per day each 3-month perlod.- When = -

_prOJectlng tr&ﬁilc growth after an upgrade, we will assume an increase
of 4; 200 messages per day durlng the 6-month perlod after the upzrade._

‘-

.'ﬂ The "best fit" regresslon 11ne durlng the unconstraaned growth

perlod has a slope of 3, 840 messages/3-month perlod.. ‘Thus durlng perieds
af unconstrained growth we will project average d8ily trafflc 1ncreases of

: 7 700 messages per day each 6—mcnth perlod., f . g R

- .We proaected 7, 300-messages per day from the: new. system users.

Y
-

R 1 Hslng these llnéar expres31ons .we can. proaect basellne trafflc
between January and June of -1976. The* llne drawn in Flgure 6 12 durlng

_;thls'tlme ‘period represents the proaectzonurfﬂotlce that we progect a
.trafflc ‘level ‘of 54,980 messages per day d
;'actual value is 54 600 meSsages per day. . ) ,

- In addition to 1ncreases in trafflc volumes caused by basellne

growth,.. there will g§alncreases caused. by communication system
1mprovements. In TeMas, five- areas of 1mprovement were identified:”

~addition .of new users, conversion to. hlgh-speed .lines, reglonal 1nfor-
- mation systems, mobile dlgltal termlnals, and NCIC access. B

L

: Texas plans to of’er a hlgh’speed llnk to any law enforcement
agency in the state within the next year. The agency must: pay. for the

-comnunication terminal however the state will pay for the communlcatlon Lt
"line. The state expects all current.system users . to remain users and they e

also expect many-new agencies to join. .We assumed that’ any law’

E enforcement agency currently without a TLETS terminal and which serves a,

populatlon of 5,000 or more. people will join. There are 133 such agencies
in Texas. A user characteristic data base was constructed Yor these 133
agencies containing information .on populatlon served, number of personnel
crime rate, and agency type. The expressions shown for Texas in Table .
3~7 were then used’to estlmate traffic’ from these- potential - new users.’

-

The converslon to all hagh-speed lines 1s expected to be t,-

, completed by late 1977. " In the past, when agencies.in Texas have been'

provided with high-speed lineés, a 50%: increase in. traffic was obserV%d

"Assuming this rate of increase continues in the- future, an ;gcrease of -
u

31, 300 messages per day -will be caused by the hlgh-speed 1i pgrade

-

ng Aprll-June 1976 whlle the
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Regional information systems have historically increased
traffic into a state teleconmunlcation system. » To determine- the status
- of such systems and their potentlal impact on future traffic we con-

ducted a telephone survey of all existing and planned regional systems
in' Texas. We asked the following questions: .

<

(1) Is your system an exxstlng one or just in the planning
.?,tagesx‘> ' o : _

Pl

(2) What types of eriminal Justlce agencles are served by
" _ _ - your agency? .

-

(3) What'type of data files do you maintain?

4) Which particular agencies does your:System serve?

rﬁféjﬂ How many termlnals t1e 1nto your system?

-~

: (6) Are messages automatlcally forwarded from your system to
TLETS? . ‘ . S .

(7) Do you allow access to your data files by the general
TLETS user° . :

- (8)a .Other : . o M”"///,/
o _What are your future plans? o .

b P

E

Any other Comments°a

. Responses were obtalned from 12 of the 13 regional ‘systems and are shown
_in, Elgure 6-13." o o A o L
In. regard to trafflc 1ncreases caused by regicnal- information

. centers, ‘we foreeast increases - from ‘El Paso, Waco and Garland when. they ..
become fully operational. > Increases were also predlcted from Houston, o
because 130 new terminals are being added, and Tarrant County because they -
are allow1ng access to their data.file by all -Police Departments in—
Tarrant County. The total lnerease by 1985 will be 11,000 messages per

_day. : . S o . o ;

- . 4 . .
- . =

- Currently, ‘there are no. law;enforcement aaencies in. Texas

'm/“ equlpped with mobile d1g1ta1 terminals. In estimating their future

- implementation schedule, we talked with poilce department planners. and MDT

- - vendors. We concluded that by 1985, MDTs. would be implemented "in Dallas, .l
Houston and San.;Antonid but not in smaller departments. -This corresponds
to .betweeh 1,000 and .1, ‘500 MDT units by 1985 and will result ln an -
increase ln tPaleC of 23,000 messages per day. - . N - :

- - v - - I
I S

-~
~ . -

. - The topic of the one port.per state NCIC requlrement was &y t;
drscussed 1n;Sectlon 3 L.4.2 w1th the 1ncrease in TLETS trafflc belng
. 13 800 messages per day. = , R . R R e
oo ' . ' : L ' o ' =-Tf TS

g
-y
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'derivation of the traffic volumes.

In this section we have presented the baseline rate of traffic
increasewand increases die to. system improvements.- After discussing: ‘
growth in traffic due to new data types in Section 6.2 we will use the
increases of this section and combine them with the new data type
projections to give total future Texas traffic growth in Section 6.3.

-~ -

6.2 NEW DATA TYPES: -

Tables 6-5 through 6-26 present the projected new data
traffic volumes in Texas for 1977 through 1985. Traffic volumes are shown*
. in average messages per day and in peak characters per minute. Traffic
volumes of each type of new data are displayed separately. The total
‘traffic from new data in average messages per day is shown 1n,tabular
form in Table 6-25, and in.graphical form -in Figure 1-2.

Table 6 5 is a#gulde to. the tables descrihing the Teias new. o
data type traffic projections. In addition to summarizing the contents of
each table, it lists the sections in this report which explain the

-

-

. Table -6-5. Guide to Texas Criminal\Justice Information System
L -~ New Data Type Traffic Progectlons with )

RO 'Reference to Methodology
Tahle _‘Tv S - _ \:L AU Description of
~ Number e “Topie . . G e p s Methodology
.?6-6 .,;Computation of Average Messages per Day for.® h.ﬂ.2.1}1-‘>>
- fTexas CCH/OBTS Use - o e
_1647" ' Texas Law Enforcement . CCH/OBTS Average Message :'fg.u.2;1.2
Length’ Computation for 1977 and 1979 . ' _ .
- 6-8 ._Texas Law Enforcement CCH/OBTS Average Message . 4.h.2.].2
’ ';Length Computation for’ 1981 through 1985 S
679' o Average Message Length Computations for . Texas o u.u.zi1f2-
N Court, Corrections and Parole Use of CCH/OBTS ) i
Files -
.l_- V . i ) - ‘ : ' - ’ --,‘ .. . [
6-10 »"Statewide Texas CCH/OBTS Traffic to- and from__-”-fu,u.z,l;B*_ '

Austin TCIC for 1977 through 1985 in Peak

'hnCharacters per Minute
‘ v

" 6-11  Distribution, of Texas Court CCH/OBTS Traffic 1n-_’&;d;2;1.uh.-‘
‘ - Peak Characters per Minute e K o

e

5-12 iDistribution of TDC CCH/OBTS Trafflc 1n Peak ,1h.u.2.1,u
Characters per Minute - S . L e S

o
&



~

Number Topic » : ‘Methodology . °
6-13 Computatlon of Texas, Average Automated Finger-” 8.y .2.2.1
print Messages per Day e . . and
| . o ) 6.4.2.1.1.
_:;J__wc_6 1RM_M,Dlstrlbution of_. Texas_Automated Flngerprlntuu<u»—mu 4, 2 2. 3 ;~_§
' Trafflc 1n Peak Characters per’ Mlnute ' P ) N ‘“iv
6-15 Computatlon of Average Messages per Day for - = “4.4.3.1.1 »
v ObSCIS System o N - e
6-16 Computatlon of Average Message Length for - - huz1.2.
T OBSCIS Data . _ : f" <. -
©6=1T Dlstrlbutlon-of Texas OBSCIS Traffic in Peak = 4.4.3.1:3 »
' Characters per Mlnute " _ N . o )
c-6-18 Computatlon of Average ‘Texas Youth Councll - ‘4;5.3.2,1
. (TYC) Messages per Day ' : . C
'f6519 Computatlon of Average TYC Message Length '_'- s4.5.302. 2
. 620 TIC Trafflc Dlstrlbutlon in Peak Characters . ¢}4 4. 3 2 3"
per Mlnute e
- 6=21 Computatlon of Texas Average Messages per Day ) u.h.&.131
for SJIS System ) _ . o
6-22 Dlstrlbutlon of Texas SJIS Trafflc in Peak - -,.,wh.u;ﬁLT,Z,
Characters per Mlnute . L. T - a7 and . -
: T ' - L.hp.y.1.3
. - i - .
6-23 Dlstrlbutlon of ‘Combined Texas Court CCH/OBTS
L and bJIS Trafflc in Peak Characters per Mlnute <
'\T5e24, T Texas:ICRvData Convers;on,Trafflc:.-Average T 4.u.y.2
| '* Messages per Ddy, Peak Characters per Minute, )
_ and Computatlon of Average Message Length
1"6+25 Summary of Total ‘Texas New Data Type Traffic in Y
: Average.Messages per day fbr 1977 through 1985 L
6-26_ff Summary of Texas New Data Type Average Message .

77-53, Vol. III

'Table_G-S-- Guide to Texas Criminal Justice Information System

New Data Type Traffic Projections with
Reference to Methodology (Continuation 1).

Table

Description of

6-32 153 o

Lengths bY'Data TYpe and by Year. ' - ‘-"-_i’



S | . o ' . - ‘ ' ' w

Table 6-6. Computatlon of Average Messages per Day for Texas CCH/OBTS Use .

| (Refer to Section: u 4.2.1.1 for Methodology) . ; ,;,=“-

Factor

T 1979 1981 198 108

—

Estimated Arrests per year: 565, 146 587,718 . 610,290, 632,862 655,434"
Technology penetration factor: S R
- Law enforcenent C e 008 0 02 0.5 0
- Courts. -_L““_mm;u"_mm___;_;gmgmm_,mm”w;o;;__f:mm,m;mo__;Mmm“M_“f_Q“um”“”mmnm0w207mrﬁmmm_“ov
¢ . B (RN | F . 0.1 0.3 1
 BPP - IR | 0 1 0.3 1

o -

OO
'._. L]

C tran ns per aprest: ' ' L =

- Law enforcenent ’ 1 1 19.91 19.91 19,91
Courts ‘ | 08 6.8 « 6.8 - -6.08
DC 25 025 00 0.5 L 4 0.25
BPP B .02 CTod e v o

OO oMo
N NN O —
£ N o .

ber of messa 20 trang ct on: 2 ; 2. o2 2 2

Time ggnvgrgion fggtor convert |
nnual to daily average L L T :

law enforceément - ~1/365 1/365 17365 V- 17365 17365
gC0urtS s | . " 1/250 ~1/250. - 1/250 1/250 1/250
me . 125 17250 1250 . 1/250 1/250
BP 1250 7 1/250 80 - 1/2%0 17250

[:R\J:"":

Aruitoxt provided by Eic:
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- Table 6-b. “6ombutatibn,of Average Meséages per Day for IexasJCCHYOBTé.Use (Continuation 1)

' (Refer- to Séctipn34;§.é{i.1 for Methodology)

v —

Year
Pactor. 9T 1919 1981 1983 g8s

- e
w

: _gverage messa r

day for CCH/QBTS usage ' = . T -
Law enforcement - S 30000 3,897 - 13,317 - 3,523 T 35,754,
Courts T OO0 L0 6,36T, L ,138
_TDC___‘___ B ________m_____t 0_- '__ _, e 0 . _ ___ e __ .. 122‘ _ e ___380_ e e e 1;311__
' BPP- Co e 0, 2 380 1,311

X .
’ . —

T e
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. Table 6-7. Texas Law Enforcement CCH/OBTS Average Message Length Computation for 1977 and 1979
" in Characters, Assumes inquiries only and hits on one-third of inquiﬂles

Methodology),

'(Refer to Section-&.u,2,1.
o L \

\ ’ ‘ . ’ \

o | Weighted Average
_§§§§££_L§nELh§ _siaazﬁ_Lsn&_ni o
I | . | .~ Average
. " Transactions el e .,,'toé;rpg
Operation ~ .per Arrest “To TCIC Fren ICIC  To TCIC  From 2€IC -~ TCIC

i

Police inquiryﬁ' 1.1 | e _'BOuJ;F ;'0.67 x 80 | 73{-; ‘f‘i“339 206

Prosecutor ihquiry . 0.8 80 10.67 x 80 |- i. o “.2u 15
o ' . 0.33 x 960 A -

Jail inquiry 00 0 jobrx80 | 0o -0 0
| | 0.33 x 960 o

Prodation fnquiry . - 019 @ [0.6Tx8.| 2 7%
" | 0.3 %9600

Totals o - 3 25

"-EKC"

= Tox Provided by G
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Table 63, Texas Law Enforcement CCHIBTS Average Message Length Comnutation for 1981 through 1985 in,
Characters. Assumes 1nquiries and entries from users..

(Rgfer to Sebtion N.h.2.1.2 for Mephodologv)", o
/ | ) L
| L ,;-' ~ " Weighted Average
Ny s - . Message Lenzthg Message ‘Lengths
.f”- . : EE Average
Lo ©* Transactions = S to/from
Operation ~ per Arrest To TCIC ;. From TCIC . To TCIC . From ICIC TCIC

Police inquiry ., . M1 . 80!0 60 960 5319 .. M2

4 x 80

Policy enpgy , L 90 | D 3w T8 B
Prqsecuté;‘iﬁq;;ry-,‘ | ' 0.8 B | © 960 ,:“I | 3 ] X a
#rosecuto%‘entry :' 25, k %0 - | 8pl B ! ".1é1 '_'10 - K 66' .
Jail inquiry R X T o .0 R
&il e'nt:y_ R XS I S P RN R
P;Bbaéiod inquiry\' “ g 86.’ Tk {_ = 90.. ; 5
Probaﬁion entry# "~' AL 960 " “ 80 9 : _2 : _1Q -

Totals- 'K © BT \'I 459 \\iHB

J
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" Table 6-9.

Average Message Length Computations for Texas Coﬁrt Corpr ctions and
Parole Use of CCH/OBTS Files in Characters. -

(Refer to Section 4.4.2.1.2 for Methodology): .

\

,.\‘

k v "
T Weighted Average :
Message Lengths Message Lengths —
. . v : : . . Average
| Transactions - L - < to/from.
Operation per Arrest  To ICIC  From 7CIC  To ICIC  From TCIC  1TCIC

- ‘ — — —

rt C o o . -

"""" Inquiry > T 6o o960 1Tt(r ‘ 204 T .
Entry & .79 960 . v 800 TS 186 .'-§3 ; ‘EQQ’, :
Totals v, - 6.8 ‘x ’ AL 6% -~ 520"

Corrections. T ' o o
Inquiry 0.04 8 %0 3 sk

-Entry 0.21 v]960' 80 806 A
Totals’ 0.25 819 21 50
¥ ™
Inqiiry 0.04 80 960 13 % 47
Entry | Q.g . 960 . 80, . 809 67 .)‘.'33.
Totals 0:2 3. w1 s
. i ;lfi§ w
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'"Tab;g'6;1j. Dlstrlbutlon of Texas CourtJCCH/OBTS Trafflc in Q‘;f,
L _ ‘Peak Characters per Minute .. - d/ T

_1 ; o (Refen'to Sectlon 4 4 2 1 L fbr»Metho ology)

« ¥

- ) L. ity -1 ot L To TEICT - frFrom~ICIc e

S ey T e TE e T e T T T
R P Dallas—Fort Worth;._[ 10,251 3,540 . e

“ L

e Total “i'n- SR 10,251 3,540

1985 T . : S [
T Dallas-Fort Worth 10,350 . 3,660 i
- " Houston . . - . 9,464 . 3,268 . -
T .San Antonio . S - h,ue6” -7 1,439
'~ El Paso .. - - 1,656 o T BT2
Austin- = e 1.656 . 872 -]

TS Tetal . LT 27,592 . . 9,511

- TQ- Table 6=12." Dlstrlbutlon of TDC CCH/OBTS Trafflc 1n Peak ' )

: fféﬂ" BN ©: - .Characters per. Minute’ ~ - V f:~\';
DT "i_,f;f-s(Refer to Sectlon b Y. 2:1. 4 fbr Methodology)_»_;;;F;;_

-

oy

1981 s SR o - L - f',-;},'ﬁfx_§;'3f~5‘
Huntsville .ITBEC Headquarters e T co- {,37T”f2073x;i57;

. Jm , . ;-.\ . . o . ., . .. e °;“7 ' . \‘ :.:-' Tl
Huntsville TDC Headquarters . _ <o sl 686179
1985 . S - ' : T )

Institution ~ .. Town = _s ‘Cotinty  Inmates R

ST =JTDC—Headquarters _Huntsﬁillé'}“walkérf’ 1,840 ° - 741 206 _
. Coffield - . - Palestine’  Anderson- .2,316 183 50 " ..
% -"Eastham .. = - Fodice -Houston - - 2,304 182 .o
fT*Ellis';>vb"T/“.' ; Riverside . .~ 'Walker - 2,094 : 165;-*_#61 -

Ferguson . . . . - ' _Weldon = . Houston =--1,922 = 157 - 42~ °~ =
‘ Wynne . SR Huntsville  Walker -~ - 1,800 142 39
Ramsey I- L Angleton - ' Brazoria - - 1,632 129 - 36
~ Clemens . -.-. - Brazoria P'Brazorla'jf:1,149 88 2

T~ L . - . s , .- R |

A

ERIC - . - SR LI N L
A | - ‘ - ] o ‘-_ l 57 P —,ﬁ .
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Tabie 6i12. ‘Distribution of TDC ‘CCH/OBTS Traffic in Peak
ST Characters per Hinute {Continuation 1) .
‘ L (Refer to Section A. u 2. 1 H fbr Methodology)

. . : v . . .. - o__ S - . P \_

. R - . g - R . N - K g =, ._d_* T i N L ,,'-‘.1
e R N uu”é;io_f Frol\sjgglf_"

TCIC - TCIC -

A ;a; T T O : ; .
‘Institdtion - . <: Town:. - . County  --Inmates<i- =l =

-

Ramsey I’ ** Angleton . Prazoria- .. 981 . 77 ' 2%~ o
Qarrington . Alvin. - Brazoria! 7 84T . 67 18 T
er” - . .- .. 'Stafford . Ft. Bend .- 844 : . 67 18" .. .~
rieve: =~ Angleton = Brdzoria . 767 .. 60 1T . = .. .-
‘Central .- .. - . Stafford ... 'Ft. Bend';_A 767 607 37 S
Huntsville<~, M-f}*huntsville ' Walker '-_ff'f664-f}' o520 . a4
. Diagnostiel, . . ‘.- , Sl
Goree - Sl fHuntSVille jWalker‘~'- © 483 .38 11l
’Mountain Vi-ewr - ““Coryell "Coryell o ‘*73u0.;¢'“'121 L A

-

- - Totals 'f?ﬁ.fwfl R 'Z[’E{_; 20 717 072,229° 6167

N T~ . . B R . - . ST s - R s et

“;?f; :—ng;:iv:ygzi R : L e SR . -"-:ﬁ'-ff-é;' :;
‘ f-a“¢Tabf3ﬂ6 13.A Computation of Texas Average Automated Fingerprint i e
) ,;ftﬁi7j R Messages per Day . e
~g l"f;fﬁ'j‘ffﬁ: Qﬁefer to Segtions 4 4 2.2. 1 and 4 u 2 1.1 for Methodology)

- - i . _.“.
- -t T . . . . . & ~ -
—

‘Factor |, .. - 1977 - 1979, 1981‘ 1983 19850

Estimated arrests in- Texas ) 565 136 587, 718 610 290 632 862 655 434

per year:, .. ) L

-_‘JTechnology penetration R & : o -Q;207 _0J392>:';0,506“5”:g-
_Tafactor.v . - . S - _ CoaTo e e e

uFingerprint transactions 2.18 - 2.18 2,18 2.18 2.18
per arrest: | , e ' o -

Messages .per fingerppint - 2 o2 L2 2
transaction:. S , : - :

- ~ -

Time conversion; annual | 17250 TUUI/2500 - .1/250 Li?]ZZSG;fafJZgﬁgf?f'

;1to daily average. - e T f@ﬁ; N }

~
— ALtomated fingerprint A ¢ 5fi*_0_g3f‘2;203<-_1@{326;'%;5;784n£} S
“:wtrafﬁyc in’ messages per day' S »*4':i ;ﬁ‘ﬁ"jif=‘ e T e

S s 18r' SR TR TR
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Table 6-14. oDlstrlbutlom@f Texas Aotomated Fmgerprmt Traffic in Peak Characoer,sﬁ per Mmute
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(Refer t/o Sactlon ll 1& 2 2 3 for Methodology) ‘
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Table 6-15. -
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voi,’IIIf;;{f

uomputatlon,of Average Méssages per Day for

Te

-1 & B ._,-"'-‘."
Factor: )

<197 7

1981/

1983

) _Texas OBSCIS System -
& . (Refer to Section 4.4, 3. 1 1(fbr Methodology)
: - : . Year v_fsl ::

-7 . <

.,iDC 1nmates:57'

Iechnoldgy penétra- .
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| _ Nessages per- (“ﬁ','
. '-transactlon
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Table 6-16 Computatlon é? Average Message Length for Texas OBSCIS Data

b $
o '»_

(Refer to Sectlon M 4 3 1 2 for Methodology)
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" -Table 6-17 .

771-53;'

e

‘Vol;"III'

&

Distribution of Texas OBSCIS Trafflc in

* Peak Characters per Minute
-J’Refer to Section b.h.3. 1 3. fbr Methodology)

-

. e _ - k4 ) _z
B T . :Te,. ' .From
A S : STERE e - Toe " TDC
-1_9_8_1 : -‘-;::-‘{ ;t. W . AR Yo \ .;vr"v PR ~ —_.. Sl
“TDC . Headquarters“,._ T e . f,;;uog,;;; "8761”“'"”
- BPP HeadquarterS'- S e L - 96 . 205 -
o Totals L il et . T 505 1 081
'“1983 LT, S RS st .
' TDC-. Headquarters L . 1,800 0 2;995-"”

BPP headquarters':

ﬁ_i: Tot 1s‘
1988

- .-.1,729

i})" ‘ B

. Central _, ‘-

7_Iostitgtion3

. Town

County

Inmates .

el

_ Eastham.

{Mountaln Vlew

VTDC Héadquafte:s
‘BPP Headquarters
Coffield -

ellis 2.
Ferguson
Wynne
Ramsey I
Clemens: - =~ .
Ramsey II '
Darr;ngton
Jester

Retrieve

Runtsvil
Dlagnostlc
;Goree

Huntsville

Austin
Palestine.

.- Fodice -
. Riverside

Weldon -~
Huntsviile

Angelton -

‘Brazoria . .:

“Angelton

42-A1v1n
. Stafford
-~ Angelton

Stafford

;Huntsqil;e~

-~

- Hunts¥ille
+ .. Coryell ..

" Walker

Travis.

~Anderson

Houston
Walker
Houston

“‘Walker

Brazoria
Brazoria
Brazoria
Brazoria

7. FE£. Bend -
'~ Brazoria® .
Ft. Bend

Walker

-Walker

"Coryell E

- 1,840
None
2,316

- 2,304

2,094
1,922

1,632

1,119

. 981
. 844

suy

767

767 - .
664 -

483

1,705

1,230 °
429
b7 -

388 . .

..356
334
303
207
82 -

157 .:_
157

b2
142 -

2,633
914
831

648

- 335

. 304
263

90

340

63 i 135

3,734
. 919
711;..
" " ’_‘uu.l;f-, .
1389
-335 -
304

p 1.9_2’

| Totals . . _ 20,7177 6,75 Z3esT
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B S S~ |
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’{!Iable é;TBg,ﬁComputation of Average Texas Youth?Council (TYC) T
I T jMessages per Day. .
oo , (Refer to Section u 4 3 2 1 for.Methodology)

'Ud}?ﬁ;,_E§Cﬁ9r 4;.5;;1 1972 1979 --_1981_‘;j;1983:a*- 1985

‘3

S R L R
_-TYC .students - - . - 835 2,196.- . 2,557 . -2,918 ~ - 3,280
s"=Teohnology penetra- [7 0 - 0.5 0 1.0 1.0 1.0
7 Ttdoml factor - o T T Lo
_ Transactions per:; . 2-.0.26 - 0.26° . Q.26 | - 6.26 =~ Q.26 .
SR T RTER O EEE L e G
RN student-day Lo R P T
 Messages: per - s 2 T2 2 2 s e

: transaetion _T,,_]:": e P Y ) '

TYC.traffie th o ol T st 1,330 0 1,517 1,706 -
'.average messages g e
per day L R

e t— -

) ~. . . - oo EP REEE Y

.+ . .Table 6-19. Computation of Average TYC Message
e . ... S 7 Length in Characters N
(Refer to Section 4 4, 3 2.2 for Methodology)

T

IR ‘Message ... Average Méssage Length
o . Transactions T L . Average
Message - - per .. .. e_lTof From . To - -From to/froﬁ

"tType_;T;ffStudent-Day © TYC ' TYC. - TYC  © TYC TYC

“Entry. =7 .- ;b.ié_{-%{:}5kﬂéa;ﬂ;ﬁsogf”"éuo” 40. - -55'*1no- ‘
Inquiry T Rea3 - 807 9607 - _Bo - u8 .,p; 260 \fr :»)t,'

Totals . 0.26 : S ";28.\ 520 1400 _

e X g <
= AT . - 6‘/: e
: . -

o b

s - R PO R o L. R -
) . P .. . 3 - - -
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-Table b- 0 "YC Trafflnylstrlbut1on in Peak Characters oer Mlnute .' '/} ;:
(Rexer 0 Sectlon M 4, 3 2 3 for Methodo;ogy)
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f:f:'t Taéle 6-21. Ccmputation ‘of . Texas Average Messages per Day s
T v * for SJIS Syst¥ém -
.00 . ... (Refer to Section 4. u n 1.l 1 for Methodology) =

5 - -

E : . : ;_-.v'uf];};.--:_E;ﬂ“t‘g.lgan'vn;§' fr ”_ L
- Fdetor - - 31977 ¢ . 1979 . 1981 .- 1983 = " .-1985
— N v e e - R T

e : .

Court disposit1ons ;“6é6;§6C :n?18;Q13'2 ?79}366.;;845,719-‘ 962;072'

Technology S« D - o - ¢  0.207 - 0.638
penetratlon factor - . U o _ix' .

Transactions per 10 .. AT g SR DT S
1sposit10n_‘- IR A AL S e e - e
Messages pe'r- L2 T i-’; 2 2 . 22 2 ' SR
vijtransactlon i _' IR A - : S T e, K
T n -.,. L .‘:_'.;; :. 7:;" :- ..- _l - ‘j/ - 7 . » - --,7_.—.‘.‘: ) ] > )
Time conversion " p1/250 s ~-A/250 . -1/250 - ®250. 1/250 . -

. factor ; ﬂf: e e P = DT e U T

- _SJIS traaf‘flc ) . O ";; "' 0 _0 1"392 3,883
(average messages ; D LT ' Y
-”Per-daY) 2T L T T . A

v - - - . - ‘ j : . RS
. - . . B . . o R . . - ~

- BT ’ ) . R
.- .- Table B-22. ’Dlstribution of Texas SJIS}Trafflc in I
U Peak Characters per Mimite :
ST I.,'"“(Refer to Sections 4.4 4. T. 2,_and y. u 4.1,3 for
St T K"Methodology. _ThHis table’ assumes 1920—character
S -t ;~data ‘entries' to. Austin and BOtharacter -
e D e T acknowledgments‘to ‘courts) - ST et el

. ST T T UL SRS ‘
e . - Trafflc T e e

city’ . . . . To Austin =T From Austin

£-1983 = - e T s F . B I
.- Dallas;Foft W6ith'.¥.“l. -5 568 \\ LA s e TLe32 A
1985 - . S R
o - DallasqFort Worth SRS 5 981 L - {- R S
gﬁ”-af"' Houston ; , ’ _ \5_327"5’~'-::_:_ 222 e
T R 'San Antonio “jl'__H_fn"~_“2,345_,w\i. ST 98 0 vl L
S " El Paso- R A LN * 2. & SEACURE 39 - - I

- - - - . Austin - . . 7 ' mtea 93 2,-- ) . ] 7- . . EE ._“_‘: . -J .'Tz :

| Totals - . s - 15,532 % . 0 BT 1.0




. Table 6-23. Distrlbutlon of Combined Texas Court CCH/OBTS and

-5

';7-53; Vol.

111

3

SJIS Trafflc in Peak Characters per Mlnute )
‘o oo R -;:'__' -
R s o " Trafflc o -
. City and Year To Austln From Austin
l< N PR
’ 19.§3. '—- ) __:,-‘. . . ~ et . E .
' Dgﬁiggffort Worth - 15,819 3,872 s
Dallas-Fort Worth ';T6,331 LT ', 3,909 a,‘-i
- Houston - 14,791 N R - 3,490 o
_-..%. . -’ San Antonio . --6,811 . 1,537 °
L » < El ‘Paso o 2,603 - 611. o
' - .. Aystin - 7 o 2,588 - 61t - -7
... Totals 2 B = PRV S 10,176 - - '
»-L . - . - A . . L . r
- A -
: T <
. N . e
. b ; - ™, _
SR - SRR - o
LT e 7' _A?" ~ N = N s - '-:~ -
: . _ i . . - B - ‘3 N “
. -'.7‘-‘ .-v‘ ,,> ’7 ‘/ - T . _-‘ 5 & .
S R B 3 - -
= : . . ! ' o ’ - d S
B R - «‘ - .. - o , ’ »7. . <
| ’ “.‘ : 1 . ‘ 1 N "A: ’.‘ E :-_- .
Lo e _i,' ; . _.‘I: 7-‘. . ] ,—»‘L LN &: - ..\i 5 . ,
.,..-,‘ R C _-\'_ ! ;._,7 Cors T Z : ; ‘_A_‘ .
ATt e e e e - &, o oo )
. . - ,. T_~ ' A {f 4 - /,,Y ‘ . -_ .. .
" ) {' o o O-P R 7 . . <.
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;Table 6-2“ Texas ICR Data Cohversion Traffic: " Average.Messages per . Day, Peak Characters pen Mlnute
_ Computatlon of Average Message Length in Characters IR .
M S L " L /

(Refer to Section 4.5.4.2 for Methodology) B o ‘5*

%"
{Traffie Volume ~ - - = ! PR .
Inquiries per day: 1,500 | .
‘Data entries per‘day: 1,500.. . - ) o | B o
* +Total average transactions per day: 3,000 . S T
Average messages per day: 6,000 @ B e
'Peak characters per minute: '>698 ‘to TCIC | : :
.. R} 302 from TCIC

Aggrage Message Length COQQgtation L L o o o : ek

p—

Message' Length S | Weighted Average Megsaée Léngﬁhg“‘_

- ;o "Tréosaotibns RS T o \ : L iverage
- ERREE , ‘ per"“_ VIR , - " | .I . l_..,tO/“fr'Ofn‘
“Operation’. " Arrest :meQO”--memm"_mTuo From T0IC- . ~ TCIC
S A . - ' .' R -'{‘ » , . R E ‘ .

!

Tnquirg L0 l 0.6x 90| Mt 3. S
Eatry . [0.6% 80 o800 3 ko
IR ;: 10T x 960 | ,‘j: S —

Totals f' 2.0 - -*"‘_,“ S T AR -

v
N ‘e
egp— - r
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) Table 6-25. Total Texas New Data Type Traffic in S
' '_ T Average Messages per Day I S -
S Ll ' ’ o _
S Data Typenw"u.W»Mzrl§??w;~syi979ﬂ_m;fmgaqmmim<;1983;M“a;i4985_~um_4:;l-
.'l hd P ' : . . ’ ' o=
ICR data oofiversion ° 6;000 - 6,000 ‘6,000 6,000, -6,0060

Law-énforgement
CCH/0BTS .

3,000 ° 3,897 13,317 .. 34,523 35,758 . 1

' 'Court CCH/OBTS - --. . .. On . ~0 6,367 :17;138 .
Corrections ccH/OBTS - -0 - *~--0. . 12 7 380 1,311 - v
~ BPP CCH/OBTS . '/ . o SO « BN P23 380 ,1,3117
S5 5 £ : R - Ne) . 0 1,392 3,883
‘OBSCIS: L o o . 1,010 3,457 12,950
TYC . y o 571 . 1,330 1,517 . 1,706
_Automated - R -0 . .0 2,203 4,326 . 5,784 -
fingerprints | ’ Coea T R L
L — T T
~ - Totals_ QLOOO - 10 468 24 104 58,342 853837
" Table 6-26. Summary of TexasJNew Data Type Average Message
ﬁ?' : ' Lengths by Data Type and_by Yéar in Characters:
v . - - 3 1 o ) ] ;Z' GE
i LT - A To -~ From. - T T
. State State - -Avérage’ to/from o
- Center Center } State Center.w ’
By Data Tvpe: L B :
. ICkK data conversion . - .. 376 ST 344, . 360 B
. =  Law enforcement CCH/OBTS ' 80/426% _370/459* 22543
- . Court CCH/OBTS - - 773 o287 . 520 - .,
. Corrections CCH/OBTS . 1819 - 221 . * 520 . . .
' Parole CCH/OBTS. - " S 813 227 520 - :
- sJiIs , Lo 1,920  =_. . ‘80, - 1,000..-
GBSCIS T - 2u2 o 5120 377~ _
Texas YouthACounc1l _ 280> - = 1 520- . 400 -
Automated fingerprints _M,82 U . -279 ¢ ¢ 1,066 -t
- By.. - “Types:- S e T '
.. 1979 : o261 e 3%5} 312
19810 T 7831 4 ~ . BTy’ :
w1983 - 0 . ' ‘58877 . | 403 - 496 ¢ .
S 1985 _ T 638~ o 384 - - 511
‘.7 ®Fipst-number 1§faverage message -length in 1977 and 1979,,éecong,
L s average message length in 1981 1983, 1985.‘ - : o -
Q - ° . ) e . [ s R SR AN i
~ ERIC . — LT eme 17O ,
~ -~ - - ? T Y ™ :




>3 -~ EXISTING AND- NEW DATA’TYPES COMBINED

- Thl&L

>x1sting criminal j
he- estlmate“for
1 total criminal

,'.-s

ture:
stice

T7-53 '3

Vol,

IIL

ction comblnes the progectlonsxﬁor the groz hoool

’

s zth

'wv

‘he methodologies used to Sroject fqture growth in existing traffic types

re explained in-Section 3,

and ‘the technlques used to estimate the

>tart and growth of trafflc 1n new data types are descrlbed in Sectlon y.

e

.3.1

:otentla
rafflc‘

>rev1ous 6—month period.

.‘(~

}J

—

: 'Traf‘flc Pro,]ectlons%‘

AN

21

Al

. 'u. . . : \'..0-,

L _ The three groyth components ‘are basellne growth growth dué’to
.ystem 1mprovements and traffic into new.data bases.-
*new traffic caused by system 1mprovements and new data type

‘'The values in the table are the 1ncreases 1n~traff1c above the

_Tabile - 6—27 presents .

<
-

The word potentlal 1s used because if these trafflc-;ncreases

ause total trafrlc ‘to exceed . system capaclty then the 1ncreases -will be -

elayed

rowth and show

(1.).

2y
L '<3>f
‘o - sy
’- - 7'{./‘ .
;; ;; “'J;f'
..ﬁ.

the results. ~
Perlods of. 6-month duratlon w111#te us;ﬁ
Due to baSellne groﬁﬁh trafflc zs?# 200 messages per

' day higher one period.af ;'
per day higher two per;-ff

r

System 1mprovement traff'
traffic growth: occur as Speleled 1n Table 5_27..,

¢Currentusystem caggg

day._tg

"where. p;oge
thls poant

“~

-

i,

'k

-

%

‘hdﬁ

: .‘-g ‘ar*

Trafflc&growshgach‘perlod«aatl
a- trafflc-exceéas systenm. capaclxy. ,
1" -three. components of trafflc growth are . -

,,_._.
S

.8

perlod ‘is reached f '

ke w1ll now -summarize procedures used for: progectlhg future
Procedures used are: :

S

x.
o

- - . .

‘o--- - K

an upgrade and 17,900

-

-

‘Enoﬁth and'néwmdata'tybe

"gerlods after an upgrade.' -
<messages per day - -7

» 7 . -

—

y 1n Texas_ls 150 OOO messages perr

.

At

“asbtain-—- -+
formation system trafflc projectlon for- Texas.

- n

;bn uggrade,a10 200-messages

-

reduced 'S0 that: ‘total ‘traffic is less than system- capa-lgf
clty by 3,000 messagés_per day%

capaclty is. assumed.

per day.

Durlng the next’ period .

- 159 OQO average message-per day.increase in system ~

* The increase. in aVerage daily - .
message{%olume due to baseline growth is .4,200. messazés

type traffic is the sum of" the growth specified. in :
Table 6-27 ahd the amount of,the reductlon durlng the .-

previous perlod..

6~51

1

In subsequent perlod§ trafflc contlnues

ﬂ to groy untll once agaln system capaclty 1s reached._?
. . . - . ) e

° %

om

<o

“sGrowth due tor system 1mprovements -ahd’ new data__j
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cedures to Texas.

177 and’

182,

per day wzll be transmitted over the TLETS.- -system. _
"are also presented in- peak characters peﬂ‘mlnute to show ‘how the longerue,

mesaage lengths of the riew data. types cause them to contrlbute a. larger*
'portlon of .the traffic in unlts of - characters per mlnute._‘ : ,

-
. - .
- R
- I
-
. - ST
g ) .
TS, * Lt
. -
- < ob
.
. —
< . .
L . : [
-
- L -
S

h‘

-
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,' o

.--'.
— &

h -l

.

P

-

P
L
-
..
S
.-
<
~ =z
- -
- _.-’_

- - i : -
: Tabﬁé-G-E?.' Increase in Texas Average Daily Communicatlon
s . Messages . - L : i
. . k t ?ﬁ )
~ ) Six Month . System Improvement New Data Type_, .
. Period T Traffic - " Traffic
. . s L e - - <o :
- 77 - : - .. 46,300 7 1100 iy -
.8 17/78 . - = 9,500 % 40p d
o 78 " e 2,400 | 400
o T78/79. - ER 1,400 -, . 4oo - -,
- - 79 . ) 14,200 : 400 -. - - =~
L " 79/80 » - - 200 - 3%00 . .
: 80 - 600 < .. 3400 - .
"~ 80/81 _h4oo-, X .. 3400 . .
-'/). 81 - 400 - ~o 3400
/J 81/82 400 . | - 8600
. 82¢ 400 8600 ]
-.82/83 R 0". 8600 -
T .83 10,500 _ -8600
o 83784 - ' 0 ‘ 6900
o -84 0 6900' g
¥ 77 84/85 0. . 6900 ¢ ®
B . 85 . .0 5 .6900_. .
- : Tables 6-28 and 6-29 show the appllcatlon of. these pro= ‘

Note:that capacity’ 1ncreases are‘?equlred in perlodsv’

Table 6-29 shows that by 1985 almost 400,000 messages -
Trafflc prOJectlons .
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", . .Table 6-28. Texas Traffic Growth Each Six Months - 1975 1985
. B

_w;_m_ﬁ;;kﬁéntith

7677

T

NDT _1,100 . SR DL 3
: '1‘1‘8,'8(‘)0

BG
SuU

7,700
0.
8,800

BG 7,700.
SU 46,300

~

. NDT _1,1700

77748

- su

'fxi

‘.NDT 00 -
L 202,500

55, JOO

<

BG  3;940 .
i

Su 23,700
NDT ___ 560 -
' 28,200 147,000
BG .. 4,200
SU - 32 100
NDT 940
- 37,200

A

6,000
2,400
NDT 400

. -.8,800.

.BG

-

7,700

Su- 1, 400

.500-

110,000 ...

80/81 BG

173 900* ‘

1-8?.,

184,200

193;009f]

7,700

Su 400 .
) NDT - 3,400
211,500

»

259 3oo
BG 7, 700~
SU . 400
NDT 3,400

11,500

81

270, 800

81/82 BG 7,700
SuU 400
'NDT _8.600
a 16,700.. 287 500
BG 7,]00'7
SU .. .400
- NDT _8,600
© 16,700

~

BG 4,380

SU - 230 ¢
NDT 4.890 .. ..
' 9,500 297,000

-

- &

82/83 BG
-
, " "NDT 1

o1

313 700

84/85 BG

;éé. |

.304,200% -

» |

~

71, 7bo -
Su 0

NDT - 6,90 Q
14 600 382 600

LI

fBG . 7,700

s, .- o0

NDT 6,900 - . :
14,6Q0 397,200 . -

[

' LEGEND.

- Basellne Growth
- System-Upgrade

BG
"Su - :
-_.NDT - New Data Type -

L 9 : 16,790 2
79.-'TBG 7,700 . .83 'BG '6“600__‘,_ ) *Exceeds,capaclty
- SU - 14,200 ;,‘ . SU 10,500 - : e _
. MDT _ 400 : ' NDT __;§QQT - S <
22,300 224 800 © 25,100 338,800 L
B T S . L L
79780 BG' 7,700 83A8u BG 7-700-; T S
sy 200 sy .o v ad
.. NDT 3,400 ~_ i . 'NDT-_6,900. - . ., .
S 11,300 236, 100 -~ 7 14,600 353,400 -
80 - . BG :7 700° f'bu..;rBG 7,700, .
. Su - 600 sy e |
" NDT _3,400Q - ST 'NDT 6,900 L - ’
L 11,700 2#7 800~_ " ."14,600 368,000 - -
L : ’ - - . ;
o . l N i - ~! 2z .
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.Table 6-29. Texas Traffic Grewth by Two Year Periqds L _Upv-._
. ) - _ el . AL
f1~~:"Afwc*&w~&w5Tfaffic%Summary* Average messagesmper day“'i3if5“”** T
. '.’ - . . . [ ! - “o : . - b N . . A \ . . L ~ T>." - »
R N
o V;'a'” Existing Law = hew Data " Total
RS Enforcement Traffic.. Type Traffic Statewide Traffic
BRI 138,#'90 - 8,500 46,900 . .
79 o - . 214,790 - - . 10,600 ' 224,800 - -
81 R 246,600 - 24,200 270,800
83% - "280,200. © .. - 58,500 338,700
8 . 311,000 - . 86,140 . 397,100 . -
: o Traffic Summaryi'Peak Characters per Minute .
e Existing Law_ - o New Data . S Total » T
'~ Enforcement Traffic = Type Traffic  Statewide Traffic-
7T 421,160 _ 3,700 .. - 24,860
31 Lot .- 37,670 : ' 15,960, - . 53,630
83 . © 42,810, - . 40,220 Lo - 83,030 o
85 ... . .. 4731w - 61,010 108,520 .
16.3.2 u‘;ff Traffic?Distributicn?;VTexas Tfaffic.Dist;iﬁutionsﬁesults1}
4 Dlstrlbutxpn ‘of messages to users in. Texas is dlscussed in )

: detall in Section = amd needs. no further dlscu551on here. However,‘tbe
results of the -distribution task are _presented :in Table 6-30 for. 1985 ‘The
. table . snows the projected trafflc ir uvnits of peak characters p&> minute
to and,from TLETS data bases for each of tRe approximately 600 terminals
'*proaected ‘to be in the state crlmlnal Justice telecommunlcatlons systen.

- The - 51x traffic entries. represent traffic "tq and from Austln, to ~anqg from
Lallas and torand from- San Antonio. Only terminals in close prox1m1ty ‘to.
Dallas or San Antonio w111 have access to ~their. data fiies.. :

»

SO A In addltlon to determlnlng the amount of.trafflc to and from
_each termlnal, we must determine the distribution of total traffic by
. This is needed to: calculate the overall \message .length 1nto“.
a 7 computers and’ also over the communlcatlo network.. ‘It is
»al o used to determlneicomputer transactlons glven communlcatlon messages._
. o , .
: Table 6—31 shows our progectlons -for this dlstrlbutlon in. -
1985.; Unlts are aveyage messages per day and peak characﬁers per mlnute.-

..'»
- ]

L N 1_83 T
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0,.,'1 - ¢
' ; : co ’ - ’ r”tt . Tyt
‘-:?abiel613q. ,Texas«1&85;Efaffic'1piaﬁd From EacﬁiUsen,Agencj ,:, T }"iiéé
,‘ . . - . N ) . " . 'I ', . " :,. Ll - e .‘ u/_
= Two'lines of data are shown for-each user agency. The-lstline shows. ..

.user ag€ncy "name, city. identification number and traffic from user agency’ to
';"Austz.n“a’.nd from ‘Austin to user agency. The- 2nd line: sﬁows traffic from user—
'agency to Dallas, from- Dallas to user agency, from user agency to. S'a_.ﬁ/A-n-tﬁ!’!o,
"and from San Antonio to usex agency. In all cases;-traffic is given in unxts ‘of
characters per mxnute and represents traffic during the busxest hour. ~

anrsrxnt PO .' © 1 i 28,85 © 6016 .L;g: PO -00 '00-25 '22 13 s3 9%
.00, 7 .00 i. <00 -00 . .00 .00 . . .0 . ..o . }
ANC2EWS SC g ' z. 8.1 18.86 lungLETON PD - . 26 10.55 283w .5 -
: -‘OC o~ «00 « 00 -OQ B . .00 .00 * .00 . .00 B ".' ', T
, LUFKIN OPS - . -3 28. 174 91.02 JaNGLETON' so - 26,0  W3.a0 3100.a8
_.’;no : .00 - S e00 . ,co0 . S oo - 7 oo T - . ,. -
L gz" P o 3 80. 37 ‘3P-°‘ CLUTE PO - - 22 10.3m - 23.0%
L. D 00 . 900 .00 L - 00 - T .00 — 00 - N0 -
haoc;gof} Poﬂsgo 00 L] ng-ia 1-25 }FREEPORT PD // 28 16.85 31.95 -
- - . . L | .00 . .66 .00 .ho R
- ARCHER CITY SO ' 5 2.8% [/ 7439 [{akE JACKSON PO .29 @ TR3.30  29.18
L - .00 .00 A .00 . <00 . .00 .7 .00 :
~OURDANTION SO -~ 13 1v.21 35.90 REARLAND 0 - 30 10.75 - - 25.0%
.00 .00 . 1.82 Z.78 . . =00 .00 =00 .00
‘BELLVILLE SO . ; ? Se11 12.15 |pRYAN OPS- < 31+ 28522 - . 26469
-~ «.00 - W00 . =00 »00 o * =00 .00 00 _ . .00 .
nU_ESHOE PO [ 7.35% - 19,23 |BRYAN PD . . 5 O 52.69% 103.08
- 00 g0 . «00 =00 -COD . =00 «00 - - «00 :
SEYMOUR SC. . : ] S.03 11.58 JCOLLEGE STATION PD ¢« 32 23.0% 40.93
.00 . . .00 00 00 . 7 .00 -00 - -00 .No ' T .
BESVILLE FD 10 .. 18,91 30.3% [aLPINE PO o “33°0 . 9.38 .- 26.90 .
.00 .- DO . 00 00 T -0c .00 © .00 .00 . R
BELTON PO . 12 11.21 25.60 | FALFURRIAS SO 38 _  9.51 23.58¢
-00 "e00 - - 20 . - N0 . .00 .00 ~ .00 - © 7 GO0 g ' ) .
SELTON SO . 12 34,65 83.88 | BROWNKOOD PO 35 18.22 32.88.
.00 .00 L£0 - .00 ‘ A .00 W00 o W00 <00 ' . .-
FORT HOOD PMO . 12 18.16 51.50 |caLDWELL~ SO O 38 a.68 10.82
- a00 w00 00 cW00 o 00 ° - .00 " .00 N0 - T
HARKER HEIGHIS, PD 13 S.36 . 2195: | PORT LAVACA PO .31 15.9%2 "31.68° -
-00 : 00 | =00 ' «N0 L, 1. .00 - .00 . .00 . .00 - o .
KILLEEN PD . 14 | 716.78 131.8% |'PORT. LAVACA SO . .31 . 9.97" 28.12
.00 .00 - - I Y - B -] .00 .00 . - 00 . . .00
. NOLANVILLE k4 . .15 .18 2090 { BROWNSVILLE PO - ~ . 38 B6.56_ [:173.53
J00 . .. <00 - «0Q0 ‘e 0O oL <50/ «00 .- ~ J00 . " .00 - .
TEMPLE PO - . - . : 16 - 72.58  131.90 { BROWNSVILLE SO . : 38 - 21.10 - 60«82
« 00 .00 . <00 o - 00 e T «00 .00 . «00 - «00 - . ‘
-ALAMO HEYGHYS PD. - - .~ 11 . 1123 23.51 | HARLINGEN DPS : 39 ‘el2. ) ~38 -
<00 - .00 . .. 1.01 1e51 .~ ~ a0 .00 . 00 <0 - , ]
FT SaM HQUS?QN PHC . 18 . 11,01 - 5 39,88 | HARLINGEN PO : . 39 58.89 ' 116.23
. .08 .00 . 2.0M. ; r.08 S 00 - © .00 .00 .00 .
LECN ansz PO « 718 16.02 . £ 35.33|PoRT Isass Po. : . 80 1 S.67 17.68
.00 .00 1.60 . . 7,840 . .00 -Q0 .00 .00 T
SAN ANTCOMID - COMP . 20 1750.89  3393.58 | SAN BENXTO PO . ag H-_.1~.as . 32.07
« 00 . «00 «00 - «00 . .- ’ _' ) ‘ - 00 . ’ -UO T =00 ’ - .00 '
SAN ANTONIO CSTMS . - . 20 . 8.95 . za.% LINDEN SO : ' 42 °  6.67 . : 15.89
00 «00 © 1+56 1T 2,49 S T .00 -.00 : .00 .00 R
SAN ANTONIC DPS ° .20 28465 78.10 | 2IMMIT SO « B ¥ | " 353 1.82.
. -00 .00 - ®.57 " 5.85 - _ «00 ©  ..00 . " .00 - .00
SaN. ANTCNIO FBIX .. 20 s.Cs- . 15.98 | ANRHUAC SC ) .. A% B.i0 13.a8
. 00. . .00 «393 1280 T =p» 00 " .00 - «00 . .00
SAN aNTONIO PO 20 6.08 " "19.25 | JACKSONVILLE PO 85 ¢ 15,83 31.12
« GO . «00 . - .00 - " <00 | .oo. .00 . <00 - .00 L .
SaN ANTONIQ PC CON = .. 20 3.16 ' 10.00 | CHILORESS 0PS - . .86 - '12.21 - 38.67 .-
.. 00 =00 -00 - 00 : . - 00 <00 - .-, 00 .00 . T
. S.AN ANTONIC PD INT 20 . 7.30 - 25.00 mORTON -SC° S 47 .. 4J38 - 10,58
T .00 " .00 -00 ... «0O e : - 00 . -00 00" . -00 . A
LS AN ANTONIO SO . : 20 4.05 1283} ROBERY LEE SO . < . .0 8B - - 2.10 RN
" .00 .00 - 15 . 1.13 o «00 - . - .00 ' .00 - oS00 . : . -
' UNIVERSAL CITY PD =021 - 20.68 . 82.55| coLeman PO - . a9 G.88 " .1%.08 . %
«Q00 « 00 ' 1.29 . ?.69 . ' .. - 00 +00 L .00 .00 ] 7 . ,
CLIFTON B3-. S 22 S.81 1731 } rr1so PO - S -~ .80 ., . B.u8 17.65.
e . .00 - .00 e80T _an)- 1.82" .00 . ' .op .o
MZRIDIAN SO S 23 8455 - 10«51 | M NEY PD- - 51 -22a 70 ‘41,01
.o ~00 em@ T . &0 . 7, X 1246 2.19 0 -00 -00 )
L -00 - --00 .00’ : : 3.41° 5.11 .00 . .00 . . -
IEXARKANA PO S - 28 49.35 101.22 | UELLINGTON sg . % 1 " 3.58 2.61
. .00 .00 -CO0 .00 . .00 : .00 E «0D. W 0o - . -
-vfoﬂnANA so . - 28 - "35.87 - .08 : Lo - . s -
) - ' * ° - B = K3 . B . B -
EMC 6-55
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LuLwvnouy S
.on .« .00 -
NEW PRAUNFELS PD .
.00 «00.
CCP.NCN[ FO
.00 - . .00
INESVILLE PO.

XN +0C .00 -
\COPP CRAS SOVE PO
' © . .00 -

_ 2.
Thble 6-30..

t'

.no .
SATESVILLE . PD
.00 T .00
GATESVILLE so
<00 . .00
PANE PD. - T
.00 00
®0Z0NA JPS -
L0 <00 -
OALHART PO
.00 - - .00
ADOISON PO ‘
98 1842 . .
CEDAR HILL PD
S .90 1.35
DaLL£s CITy comp
.no Y -1 PR
DILLIS COUNTY CONP
‘59«20 8a.80
OALLAS DEA
6.18 “9,28
SALL AS UPS CONTROL
_3.32. 1.98 . .
"DALL AS DPS INTCPT
12 -03
DALL AS DPS RADIO
Seluw - 9.21
DALLAS 0OPS TWX
6.64. 9.95"
*aLLAS FBY -
al4 T 1lell
oaLLas IRS .
.55 -, . «83
- DALLAS NATS
- 8.0 T - 's.,00
. paLgas Pp ’
///%EE _ " .00
OALLAS PO DRUG.
. .00 - <00
DatLas PD ID
.00 .00
DALLAS SO
‘1.817 -2.80
DESOTO PO, -
" 1.2¢ . 1e19
OUNCANVILLE PD .
- ledy 2416
FARMIRS BRANCH PO - -
2.u2 5,13
GARL AND P2 -
18.a82 2763 - -
GPAND engraxs PD
"5.38 ° £.03"
»~H!GPLAHP FARK PO
_ 1. 5“' 2 31
IRVING PO’
39 3 sa
LLNCA$1ER FO -
1.24 186
ML SIUITE PR
. 623 . 9.35
-RICHARGSON PD
CS.CH- L 8.3
©2aQ2vILLS PO
.87 145

SMU SECURITY POL .

. .12 .  y.09 .
T UNIVERSTIY. PARK PO
R T 4.nN3 -

ERIC.

Aruitoxt provided by Eic:

(Continuation 1),

. Tow

YeU4 LU-.L.*

.00 00

-1 24.06 %2.0%
- le82 ,_2,11_-n_ e

11 aﬁ
.51 ™ 3a.si

AN 1 | 19.39" 35.18

<00 -0N0 ,

..’sg ° - 8e96 21.25:
.00 N0 : .

- 59 29.15  82.02
.00 ] .no

80 -, 5.81 18.10
.00 . - .00 o

. 8% 1£.50 58.58
00 | -no . '
- 62 1.95% 21.47

3 .BeSS 19.89 .
00 .60 * .
* ‘68 12.267 23.%0
00 N0 :
65 . %157.09 3964.29-
'«00 - .00 o
&S 385.25 1080.02°
-00 «00 ¢ - &
. &5 33..40 10%5.15
«00 « N0 v,
65 T.11. 22.5%2
.00 N .00 -
6s- . el1 35
-00 - 00 .
65 - 33.11 105.0%8
00 .00 .
85 35.88 11388
-00 . o010 .
: 65 . 3.98 12.60
.00 «N0G - :

- 85 2.98 ‘9485
<00 N0 - ‘
. 8S . 32.80 . 102.60
-00 .00 ' :

65 11.37 36.00
-00 <00 . e

85 1.97 £.23%
.00 00

© 85 -7.50 23.25
.00 > . N0 -

85 10.09 31.95
.00 .00 o

\L 86 13.63 28.22

- ol - T

B Y | 23.%58 81.60,

+00 ‘N0 | <
88 ° " 39.61 81.a1

.00 . 00~ . . =

" 89 130.20. . %813.30

<00 Ll N0 . "
10 ;100-15 169.04%
.11, .14.%1 . 33.03
<00 e -00. - L :
12 136.87. +  175.12-
-00 Y T D ’ -
: 73 l6.88 - *32.20°
«00 - 00 - o .

)] 97.79. - 176,07

+GO-- 00 L T T e
s J4e41- . 142.96
«Q0 | «fIC . . ..
S ¥ .13.91 - 25,93
Y =1« L 00 C
8BS 10.-20 18.20
Oon ) - .nu ‘< ’
Y 21. 63 ss sr
¥ .00 o1+ B
& - ) .
,g B :
7567

Texas 1985 Traffic

'LAHL)l rJ

To and From Each User Agency oo

. » e - “ .
Yoo SR .
o - el .
. SRR “
N > -l - LS
A .. - - 4
. ,,- /. -
- A

S .00 -
LAMESA S‘O B
~. 1«08 - Y | N
ucn:ronn Pp .
00 . . W00 -
WERLFORO_ SO 7 P L 5.13 18,23
‘e 00~ .eQ0 - E=—=Tpn- .00 °*
JENTON PO . T $3.33 . .106.80
.. 32 . 6e%8 . 0o s
DENTON SO - S 39.88. 18.05
"3.10 .. "8.65 T i «00
LEHTSVILLE PO ’ %' 25.35 “8.30
i Y 2.10 <00 ™ +.00 C-
CUERO SO - : © 82 © %eD8 10.52
«00 .00 00 -no :
SPUR PD ceoT - 83 ' .28 1.80"
-an .00 .00 -00 .
SAN OIEGO SO L 6.22 18.13
-00 . .oe ‘.00 «NO .
EASTLAND PD- o . 8s . 5«53 - 16499
A - 00 . « Q0 «00: - « 00
CDESSA PO - -1 125.51 220.1212
-00 <00 - <00 . . .00
ODESSA SO . 1 '21.89% .35.38
-« 00 « 00 00 . «00
ENNIS PO : a? 18,18 30.82
3. 38 2.01 -00 . ]
NAXAHACHIE PD -~ 88’ 16.05 33.58
le'N8 2e 186. «00 « 00 ©
N AXAMACHIL SO e 8B 211.59 19.88
- 61 «92 «00 N0 R
EL PASC . DEa < ‘a9 . 327, 6.25
" «00 .00 . -00 " N0 s
CL PASD OFS 89 26.986 05.39%
- 00 - 00 ‘«00 <o . :
'EL PASO FBI. _ -BS. . “.11 13.00
. 00 " .00 - 00 «N0 - -
EL PASO PO . . 8% 5N5.58 145.08
.00 - 00 .on -no
EL PASO SO .88 25.02 - 55413
.00 . -00 .00 .00 : -
EL PRSO US CUSIQMS 8a 3.00 3.50
] <0c -00 .00 .
FORY aLxss PMO - . 89 .9.00 28.50
T «00 © .0C .00 .00 ) ‘ .
STEPHENVILLE PO 90 13.2% J39.186
<00 .00 _ . -0n . enO ) ‘ .
MARLIN PD . o9 T 8.02 22.86
<00 - . .00 -00 <n0. . '
MARLIN SO . h .91 4.0 8.13
- .00 © . DD -00 .0 R
BONMAM PD .- - R v 92 -11.10 26.19
S e0D, - .00 .00 - N0 . o
RCBY SO- R I S 3,09 1460
“ .00 .00 .80 -No T
FLOYOADA so ' -1 Se 50:;4-'1;qs;
. =00 . " b0 Loe00) Y1 [+ S St
FAIRFIELE SO° - 7 - ‘88 "~ “4i6S- .10.61
«00 - .00 <00 - .00 . . ) .
"PEARSALL SO - - 96 .48 18.%8
- 00- . .un <00 . -« Q0 ‘ )
RICHMONC SO eeT 81 27.3%. . 58.12 - .
. .00 oo 00 00 >,
RCSENBERG PD - - ' ss 16.88 .37.19..
.00 ' - .00 ‘e0OD -00 L
| SEMINOLE SO - " 'ss .10.28.  19.28
L0 " .00 ~«00 . o0y - -
FRISNDSWOCD PD B - - 100 S.15 22.32
_e00.. . .00 -7 «00 . L0o0 - ’ -
‘GALVESTON PO - _ 161 _124.28 -200.98 -
Ceb0- . .00 a0 .00 -
‘GALVESION SO - - ool 38.22 7 13.38
-00 - .00 ' «00 «N3 g .
HITCHCOCK PD . .~ 302 6.86 19.01
. . oC .- <00 - . «00 - 00 . o
L& MaRGUFE PO .. R 151 13.18; 30.6G0
L5t I« T, I =00 - .80 - '
155 S



;,‘

'L:Jtuc'cxlv

Koo .un .
«917150 ¢ IR W : 9
.00 '.uo . .0\ - 00
. FACDERICXSBURG SO - - . <10
. <00 ., <00 - " .00 «00 -

_ GOLIAD SO . L - .108 2493
~DO . 00 -00 «00 "’
GCNZALES so 109 6e36 -

.00 - .00 .71 © . 102
- PAMPA PO o 130 . 23.89
- 00 .00 «00 00
RENISON PO . 111 38.32
. -« 00 . .00 .oo - 00
SHERMAN DPS'f - : - 112 19.38
. 00 .00 . ro"" « 00 .
‘SHERMAN PD . ¥ -o.nz
.00 : .00 .00 <.00,.
SHCRMAN SO ‘ 112 25.
* -U : " <00 3 T - 100 ’ «NO
anosuarsn I3 : . 113 xo.sx
.00 -00 .00 .no
KILGORE P2 = f-11m 15.23
.00 .00 -00° -«N0
LONGVIEW PD - . 11% S8.10
‘=00 <00 .. .00 . <00 :
LONGYIEW so 115 12.76
+« <00 .00 «00 . «NO
“NAVASOTA. PO . . T 118 3.11
g T .00 - .00 .00 -.rg -
SEGUIN ra'; - ) =112 . 21.82
. o000 .00 1.83 718 T
" PLAINVIEM, PD . .118 2521
«€0. .00 . . <00 <00 S
PLAINVIEW SO ) 118 1,67
.00 .00 -00 -00
" 4MILTON so - 119 1.73
.00 -00 00 <00
" SPEARMAN rp » 120 .03
- « 00 - «00 «00 «00
SPCARMAN. SO 120 ~2.33
.00 .00 -oo i .BD .
ouaNaKk So . 121 - -3.50
« 010 «00 «00 «00 -
KOUNTZE SC R 122 - 2192
' .00 . - «00° «00 .. <00 .
SILSBEE PC . 123 .10.112
»00 .00 «Qq0 . .00 -
BAYTIOWN PD - : 128 74495
Y I 00 . .00 . . .00
esLLuan'Pu - . - 125 17.66
.00 ¢ . W08 «00 . «00-¥
DEER PARK PD - 126 9,272
S e087 1 W00- .00 -
GILENA PARK PD. e ¥4 15.95
d\ : . ‘e 80. .00 «00 r '00 ~
Housron CITY.cOne 128 2771.15%
.OO . .DO h .00 R L .00 . .
poysﬁou cnrv édnr Josttiag g Q 13
+ «Q0 ‘ <00 . P .PQ‘RP el »
- noustou;ars . s .- 128 v l! ‘51 -
o oDO 1 4 - B , <80 . v .nD
_'uousrou pr AP ‘128 N.66
og<! .00 00 -00
' HCUS?ON P AND ¥ . 128 12.00
T .08 - .00 «00 - - N0 .
HOUSTON PO : :zs i B.ELl~
«0G . .00 '« 1D
WCUSTON SO * 128 '5.13
-« 00 «00 -« 00 JE
HCUSTON SC 128 3.32-
Ja DO = = «00. - .00 - -
MCUSTON. SO 128 - .. .00
P 1 R «00 .. 0 .
Sk T - %"
\) LR -

e}

Aruitoxt provided by Eic:

. '.~Table 6-30.
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Texas 1985 Traffic To and From Each User. Agency
(Continuation 2)

:1 a1
. - 00 . .oo
-MUMBLE PD - Lalll o
-Le00 T .00
unc'uro' ITY PO

bel " W00 { % .00
' 'jjg'_JERSQY‘f&LLlGE [1]
13:61. ) .00 .\ .»00

) - F KATY. PD e RS

7.28 .00 £ «00" .| .
— La pORTIE PO . -
15512 .00 <. . Jooelh

PASAQENA PO -
€5.69 00 -0c -

: SEABROOKX PO . |,
10.33 ‘e@0 - .. «00° -

- SOUTH HOUSTON PO’
s1.38 00 -00
e scuruszoc PLACE PO
82.03 .00 . «DO

- | sPRING vaLLEY PO -
59.50 .00 . .00
; TOM3ALL PO
- 26422 N0 «00
Co VILLAGE PO -
_._ 3188 n «00 R ) «00. -
i WEBSTER PD -~
123.87 " «N0 «00
~ | MEST UNIV PL PO
28.25 .. =00 . .00
g - | marRSHALL PD
22.83 - 00. .00
) nlnsuALL sq
83.83. - 00 «00
: ] HASKELL -S€C
55.61 + D0  .00.
. " | san Marcos ro
18.67 « 00 ~00
. ) canapran sc '
8.53 -00 - - <00
| arnens ro .
18-07 |- .00 " .00
DONNA PO S
" 5.13 .00 .00
) onuaune Pa’
S 8e88 | oo . 00
36.20 _co::gunc So,.bn
HIDALGO P B
2n.as I.OOF ’n. .00 .
MCALLEN PD ;
xu:.rs .00 . .00
MCRCEOES . N
-_‘3“3’ - .00 .00
“MISSION PD
2 -6 | " l0p .00 -
SR PHARR PO - T
el "o loo-
as ] MESLACE PO . -~
5650423 § Jgo-. - .00
_— <. | HILLSBORO PD . ..
©S1ReIB I EveLL ino PO
1%0.%6 “«00 -30
.- - | suLPHUR. ‘SPRGS OPS. |
N7 00 -00 1
SULPHYR SPRINGS PD
38.00.}]- -0C -00
. -] BIG SPRINGS. PO,
-2 ":25 « 00 - 00 -
R BIG SPRINGS SO
16-25 - DO -00
B ‘CGMMERCE POIRD)
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Table 6-31. ‘D'j;stribut'iop of Texas 1985 Traffic by_i.Meséage 'I.‘ype"
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"To LIDR . - - o 300 . ~. 35
From LIDR - . . <™ 300 . - 300
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L e owe s e 0 T2 1,082 B -«
~ . O§§CIS -In_ - T : 6,875  ~~ . 2u2
- -:Out ' * B,475- . .. - 7 512 &,
L. E Fingerprlnts - In S s 2,892 [ ,'1 852 .
3 SOut <o . 2,892 . - i LN 279 N o
PR Texas Youth, Council - In- 853 - . ... 280.
: . - out, o 0883 . o512

-~

ir

* “‘(_-‘_.v"- - :“’. 19 \ | .‘h._f ‘ . . .

T ,'."_Nu'mb"er'"“df I ;’_"“"Méssage S



A

1y
A TTE53, ‘,’_?},_«:‘I?I_,A o
- . N \"\_-\_ M .: .
" Table 6-31. Distribution Texas 1985 Traffic by Message Type
B (Contlnuatlon/ﬂ =% U I A ,
. - ; &%'f"‘ .
- L A
- ¥ ._n."_-’b_~ . .
- B.P.P. CCH = In - 656 . 813
A - . - Out ° . 656 227
ICR Conv. = In - 3,000 X776
= OQut 3,000 344
- . 396,900
N 7 - .
R . 3
- . —
. = .
. ‘ T
A :
- . N
( - -, . K _ .
- 5 X -
. i e
1 9‘_3 ' X Tt
- 6—6J4 . 7~
. \ - .



- "77-53, Vol. III

e e T Lt '
- . / PR ".:" e,y e e ”“:" \ e T oo
R S | SECTION 7 - | : '

./ ) ) L -~ i
_/ o . NETWORK ANALYSIS AND DESIGN TOOLS
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This section describes the principal network and analysis
design tools developed and utilized during the STACOM Project. .

-

Section 7.1 discusses the Network Topology Program- Section
7.2 develops the approach to network reliability and availability ’
analysis. Sample calculations are presented for the Ohilo LEADS and Texas
TS systems. Section 7.3 derives the approach to network queueing
- analysis that leads “to the development of network response time. analysis
techniques. Sample calculations are also” given. X

- . J .
T - . ~
“

. . _ _ T
7.1~ THE STACOM NETWORK TOPOLOGY ?ganAM_ .
- Two types of analysis are involved in designing a communica-
tion network. The first is concerned*with arriving at acceptable line .
loadings; the second . involves the achievément of._ optimal (least t)
line configurations. The STACOM program\has been developed to ac plish
both types of. analysis.«r : . ]

B

- Before describing the STACOM program itself we will examine o b

a state criminal Jjustice information system and its communication network
" as an example of a typiecal communication netWork. . We will then discuss -
the goal of the STACOM program R . T , : '
I e .- e .
F.1.1+ State Criminal Justlce Information System v) C N

- Ny
An information system is- usually developed to provide a
systematic exchange of information between a group of -organizations. The
s information system is_used to accept (as inputs), stoére (in fiiles .or a

. data base) and display (as outputs) .strings of symbols that. are grouped in .

various ways. While’ an information system’ may exist without a digital
computer we will consider only systems which contaln dlgital computers as

integral parts. - _ ) _ } . o

Information systems can._ be classified ‘in various ways_ for.
various purpdses. If classification is by type of service rendered, the
type of information system which serves a criminal justice»community in a
state .can be <¢onsidered. ag an igformation storage and retrieval system:

This type. of information systemfis the subject of oqur interest. For = J

example, the "state of Texas has _an information system with data base
located at Austin. The ‘data base contains records on wanted persons,,
stolen vehicles, licensed drivers and stolen licénse plates. Also
stored in a separate computer are files of the Motér Vehicle Department
(MVD)‘which contain records on all and motor vehicles in the state. -

L I F
R

A Fuiext provid ic - : - "
' : . >
o . . : ny . &8 P~
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- T.1.2. State Dlgltal Communlcat1on Network : \H‘i.‘ i
. . - *
For a’ glven state 1nformatlon system, storage and retrieval -
"of data to/from the data base .can be accompllshed in various ways for- L
dlfferent user requirements. In general,. the users ‘of a state ¢ériminal o
. Justice lnformatlon system dre geographlcayly distant from the centégl >,",
- data bage computer. - Since fast turn-around- time is a nece551ty for
.this: partlcular user communlty, direct in- llqe accese to the central
data base by each crlmlnal Justlce agency constitutes’ the-most lmportant
user's requlrements. In- addltron, it is requlred to quickly’' move message
data from one agency: to’ ariother’ at a dlfferent locat1on- All of tneseﬂ;@h .
goals require -a data communlcatlon network. Because the computer deals .t
only with dlgltal data, only’ dlgltal data communlcatgpn networks are’

qpn51dered here. » : _ v : :

-, N LI

- Aﬁalgltal communlcatlon network:con81sts mainly of a set of
nodes connécted by a set of llnks. The nodes may be computers, terminals
or some type of communlcatlon control units-in varlouS'iocatlons, while _
~the links are the tommuriicatian. channels . prov1d1ng a data path between the )
nedes. These chann€ls are usually private or -switched lines leased from
-a common carrler. A simple. exampleuof a network is given in Figure T7-1

'where the llnks between modems are the communication lines leased from

common carrier. -/ The commynlcatlon control unit, in. city E .is used .to
multi leg or. cqncentrate severai Iower‘speed termlnals onto a high-speed 3‘
line. Ibe ‘line which.connects cities" C,” D, and others is called. multldrop
line whlch connects several terminals to the data base computer .- -
'\g B L. N ' e .- . - .o
7.1.3~ A STACOM Communlcat;on %etwork w, - - T T
_,\% . : .

-~ . r’“"- g +
K‘,-s».‘p,(:»r' the purposes of the STACOM study, a commuhlcat;on network

is def;ne&qasra set of system- tggmlnatlons connected by a set of, links. .

Each system*termlnatlon consists of one or more phy51cal termlnals or
computers located at the same eity. T . oA N
L4 . [ < . . : : . . _

: I

- O

714 Communicat{on Network Configlirations h -
- E The communlcatlon ‘network for an information system with a

central data base computer will be one of three basic network

conflguratlon5° .the star, the multldrop, or—dlstrlbuted cohnection. ° o

Tnese three types are shown -in- Flgure T-2. - -

- 3 T ~ . ST *

As. shown in the fzgure,.the star network con51sts of four :
direct. connections,  one for each System termlnatlon. Each éonnection is
.called a central link. The multidrop network hds. one l'ine with twd system

terminations and two cehtral links. 1In the dlstrlbuted network shown,

' more, than one path exists. beﬂ.een each 1nd1v1dual system termlnatlon\and_ | ~
the central data base. T : )
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JSpeleled. The RSC either'prov1des a switching capabll ty or is a data
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} Given a communication network:, the operating costs for the
various types of lines or common carrier facilities required are governed
by tariffs based upon location, ‘eircuit 1ength and type of line.
Experience suggests that the operating cost of a network can often .be
substantially reduced by ‘'an initial investment in a configuration
analysis. In other words, some efforts in network optimlzation generally

provide cost-saving. B -
. - &

) There - -are two ways of‘constructlng a communication network in,

T a geometrical sense. - One can divide a communication system into several

regions, construct a minlmum cost régional communication network for-each
region, and then build an inter-regional network. connecting all of the

regional centers to the central data base center. Each regional center is
responsible for switching messages issued from and returned to each -system

’termination in the region. Alternatively, one can con31der the whole

system 'as a reglon which is entirely made up of system terminatlons, .and
perform optimization for that region. . .

- LI
.

[Jn'

T7.1.6., - The STACOM Program and its Purposes

~ Cne of the objectives in the STACOM study is to design mlnimum
cost and effective communication networks, which will satisfy the predicted
future 4raffic load for both selected model states, Ohic and Texas. ~In
order to achieve this objective, the STACOM program was developed and
utilized for the analysis and synthesis of alternative network topologies.

"It is also the project's goal. that the final product be a portable soft-

ware package which can-be used{as'a network de51gn tool by any user.
. 1

In network design,  two maaor*problems are the selection of a

cost ~effective line ‘configugation for given traffic, and the design of a
.least cost network to arrlme at lower operatlng costs. L .

- 3, A -«

. The goal’ of the STACOM program is to. prov1de a user with a sys-
tematlc method for. solv1ng both problems. In other words, the main purpose
of the STACOM program is to’ prov1de ‘the network designer with a tool which-
he can use . for line selection and for-obtalnlng least-cost line connectlons.

- N - o -
o

~

7.i.7.“? _ Functlons Performed by the’ STACOM Program

B "'The STACOM program is a §oftware éool which has been developed’

for the purpose -of designing -least cost networks in order to achieve
lower operating costs. It utilizes a-modified Esau-Williams technique-

“to,” search for those direct”links between ‘system terminations and a

regional switching center (RSC). whlch may be eliminated -in order to
reduce operating costs without impalrlng system oerfoimince below that

base center or’both.

, Inputs for the STACOM pngram contain data such as - trafflc,
terminal locations, and funct;onal requirements. The network may be
; ‘ i . . ) ‘ . | Y

r - ¥ 7-5 . ey . ; . on
: Ie . . .
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region has an RSC which serves terminals in its region. RS3Cs are finally
interconnected to form the complete network. Upon receipt of a complete
set of input.data, the program first performs formations of regions and,
if needed, selectlon of RSCs. The program then builds a regional'hetwork
in which only system terminations in the region are connected. The
program then optlmlzes the reglonal netYork for each region requested by

the user. <

; The- formatlon of regions is performed by the program on the
basis’ of attempting to arrive at near egual amounts of traffic for alk
regions. Aftery finding the farthest unassigned system termination from
the system cent%bcdaea geographical center), the program starts formation

"of the first region by selectlng unassigned system terminations close to
this system termination’ until the fotal amount of traffic for that region
- is greater than a certain rcentéée (90% in -this implementation) of the
average regional traffic.. The average regional traffic is simply the
total. network traffic divided®by the number of desired regions. "The ‘same
prodess is repeated by“the program in forming the rest of the reglons. *
. . IR - -
oL The!selectlon of an RSC is based on the;mlnimal trafflc-
dlstance product sum. In the selection process, each system termination
is chdsen as a trial RSC and the sum of tr P¥c-distance productsiis then
calculatedg The location of the system tenmlnatlon which provides the )
‘minimal sum is thed selected as the RSC. The, location of the R§G for a //
given reglo%'may also be specified by the user. The optimization process
consists of ‘two basic steps, i.e., searching °f lines whose elimination
yields the best cost saving, and updating of the network. The two steps .
are repeated untll no further sav1ng'l§ posslble. . .
- \l— . \ . e
- Before performlng network opt1m1zatlon, the STACOM program ’
constructs an 1n1t1al star network in which each system termination is
directly connected.to_ the regional center. It thep starts the optimi-
zation process. At the termlnatLon of this process, d multidrop network
is generally developed In a multidrop network, some lines have more than -

one system' termination; these are called muItldrop llnes

-

-

-

When needed, the STACOM program will continue to form an
interregion network, whlch consists ‘of a set of regional centers and has
a direct llnk between any two negaon centeﬁs. The program then performs
optlmlzatlon on the network. - - .

-

The process for 1nterreglonal network optimization 1nvolves‘ 9
. the same two steps': searching and updating.. However, the searching step_;
is primarily for finding an alternate route to. divert traffic between two -
regional sw1tch1ng,centers W1th the best; saving. « . { v - N
- Based on‘’the data prowided, a suecessful ‘run of the STacoM
‘ program gener@tes a regional ‘printer output and, if requested, 2 palgomp
{ « plot. The printer- output contains data such -as‘*initial regional ! ork
and optimized network, assignments of system terminations, etec. ‘The
CalComp plot shows the geographical connections of the Optlmlzed netvork
in whlch multldrop llne actually connects ‘all of the system ;terminations.

Ve ~ '
/ .

wll Toxt Provided by ERIC . s
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Figure -T= 3 gives examples of regional star networks and -
- --initial “inter-regional network; Figure 7-4-gives-examples of -optimized—-—
regional networks and inter regional network obtained from Figure T7-3.

7.1.8 - Main‘Features - T - : ‘
: . As described in- Paragraph 7.1, the STACOM program has been”
developed for the purpose of performing analysis and synthesis of '
alternative network topologies. The following is a 'list of features which
characterize the STACOM program: B © . '
(1) The Esau<Williams routine, has been modjified, tested, and

utilized for determinlng near optimal (1east cost),
network topology. ) .

(2) A tree type structure is used as the storage structure ..

in the program.> - '

'

(3)' The program execution has been made flexible; for
: example, constraint -on response tlme for a multidrop
3 _ line is an input parameter. \

(4) - & response-time aigorithm has been implemented in - the -

o\\\ R E o program. i
. . /

. e

. f-" (5)- A Calemp plottlng rout1ne has been incluﬁed for drawing
~ ' v resultlng multidropped networks. )
[ pl
) o /
In.the rest of this subsectlon these main features are/ ’

. discussed 1n detail. _ L.

7.7.8.1 ° Struczure - -

]

. . . ‘ R
7.1.8.1.1 Storage. Since a multidrop network can be viewed as a -tree-
composed of sub-trees, it was determined that a tree-type data structure

. would be approprlate and convenient’ for representing a multidrop network.

g - -

* 1
. . A tree-ty?e storage :structure is therefore needed .in the
program. This tree-type storage structure is implementedfby deflnlng a
,set of storage cellﬁ” Lo ,

J, , ‘ . -

T " Each system termlnation (datal is represented internally by a
storage cell in the program. Each cell gonsists of five fields and €ach

_ fleld occupies one word (i.e., a 36-bit word for UNIV"" 1108 computérs).

. . . . .
. 2= N e S [

I - .
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O REGIONAL SWITCHING CENTER -
O SYSTEM TERMINATION e )
~—— LINE CONNECTION BETWEEN SYSTEM TERMINATIONS {
" __ LINE CONNECTION BETWEEN RSCs
..... REGIONAL BOUNDARY LINE . \ A .
) . f = 8
( | a
I} i’ ’
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Figure 7-3 Elxample ‘of Inltlal Region Network and Inltlal
- . Intérregion Network ?
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Example of Opfimlzed Regional Networks and Optlmized
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Defining ‘that system termination X as a successor of Y,

the root of a free if it has no predecessor before it, then the Tasic
storage cell:ﬂgr sysfem termination A can be described as follc-s:

¢!
&
- . A
~ IA
f1 ]| £ f3 fy fg ‘
. . ’/
a \ i ')"‘ .
Let c(fj) = content of i-th field in a storage cell I, where
Ip is a2n internal 4ndex ° - a'system termination A (data),,then
"¢(fq) = nc. oF System terninations under A ~ - -
. P ° . . . . . ' N .
- e(fp) = a pointer whﬁﬁh points to the first successor of A
, c(f3)\ = a pointer which points to the next system.
: termination whose predecessor is the same as A's
e(fy) = a pointer which points back to the previous system
termination whose predcCcssor is the same as A's
" ) Q&fs) -= a pointer which,points o A" . predecessor

- . When there is a "zero" in a field, this indicates there is no
one relating to A undér that specific relation:hip. Given a tree as
Fig?re_?-s, A is root of the tree; it has 4 descendents, i.e., B, C, D,
and E. \g;gayé.7-6 is the internal representat_>n of that relationship
:26?& indice I, Ig, Ig, Ip and -Ip which‘are internal cardinal numbers for
stem terminations A, By C, B =znd E. .

(" The .first field "of storage c211 Ip indicates that there are 4
system termjnations -ufider Ip; ~he pointer tc Iz says ‘that Ig is its first
successor. ~Since I is 'the rcot of the tree, the other three fields are
left with zeroes. , ' - '

-

In. the case of Ig, Ip is its nex: successor of Iy, and its

-previous successor of Ip is Ig. Its third field.*nas a pointer pointing to

Ip, and its fourth field a pointer pointing to Ig. . .

» * -~ -

\, ' -

—and Y -a-predecessor of X if ‘X~ branches out-from-Y; and-defining X-zs— — i

~
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Figure 7-5. A Tree with A as its Root

~

_IA = [NDEX FOR A |

Figufe 7-6. Internal ﬁEpresentatidn of the Tree in Figure 7.5 §

. ) N .
7.1.8.1.2 Program. The STACOM program consists of twelve functionally
independent routines. , Figure 7-7 shows the te~structure of the
program. The functional interrelationship is\indicated by arrows.

An arrow from, routlne A to routlne B 1ndlcates that routine B
will be called upon by rdﬁtlne A during its execution. In addition, all
of these routines communicate to each other through the COMMON block
besides the normal subroutine arguments. k

Major.functions of these eleven routines are given below:

z

’ A (1) MAIN Routine N

) This .is the master routine of the STACOM program. In
3 its execution, it reads in all the data required from an

- input device (card reader or demand termindl) "and
performs calculations of distances between any two
system terminations. It assigns system terminations to/

(o A - P S ‘[%

L m— -
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(2)-

~ the regign, with the minimal- traffie-distance product

. . - - - - .- - T -
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reglons, and if necessary, seIects the reglonal
switchlng center by finding the'. systFm termination in

sum. It @alls. upon routine RGNNE~.td\bu11d=a star
network and then performs netwonkwoptlmlzation, if

L3

requlred for each of. these. reglons.~ - . S e

-
k - -
- .

-

S
It-also performs the constructlon of an 1ntergreggonal
‘nétwork and 1ts optlmlvatlon by calllng subroutlne i
IRNOP“I .

P T -

In addltlon/to these process1ngs, ‘the. MAIN. roufine also
prints .cut dlstance matrix, 'trafflc matrlx-aand 11sts of

system termlnatlons by reglon. . . . .

>

A . . ) - -

3 - - N - -

'RGNNET Routlne
This routine is called upon to act only by the MAIN -
routine.. Its main functions are the formation and

- optimization of regional star networks- During the

~

formation of a regional star network, ‘each system
.termination. is linked directly tc the de31gnated or:
selected Regional Switching Center (RSC) by assigning
the RSC ihdex to- the last field of each associated
storage cell. Tree relationships are built among
system terminations by assigning "pointers to the

third and fourth. fields of each storage cell. The _
resulting star network is then printed on the prlnter.

‘The optlmlzatlon ‘process utilizes the Esau-Williams
algorlthm with some modifications. It consists of

" two steps: séarching for. a cenkral link (a direct 1link
from a system termination to RSC) with best cost savings
under constraints (such as response-time requlrement)
and- subsequent network updating. This network optlmlza—
tlon process is executed only upon request . When

"no further cost 1mprovement is possible, this routine -
prints a resulting network with data such as number .

T .of system terminations and the response time., trafflcc
. cost,- etc., associated with each multidrop line. .-
,Routlne PLOTPT is -then called upon to plot the resultlng

network layout. ) _ R - @ <
- IRNOP Routine. ’ T
This routine is called upon to act by routine’ MAIN., It
forms an interregional network and then performs its =
optimization. The interregional lines are assumed to .be

full-duplex lines. During the optlmlzatlon process, no
line between two RSCs can be’ eliminated if traffac '

between them cannot be handled through only one inter-.

“mediate RSC. Also each RSC requlres at 1east two llnes.‘:'

to 'other RSCs. g ‘ . -

205 -0
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LINNUM Routine : ' .
This\routine prov1des an estimated line configuration
“ required to satisfy.a ‘given traffic and/is mainly called

upon by routine RGNNET. During its execution, utiliza-.

'[ tion of- selected lines ‘are calculatedfagainst the . 7 |

igiven traffic by calling RHOFUN so that effective line
utilization is less than- the pre-determined number -~

) » ) B . .. . - %
RHOFUN Routine $ S -
This routine calculates the line. effective utilization
'for a, given traffic and line configuration. S ,

ICOSTJ Boutine ' -

"Given the line configuration and indices for any two
system terminations, this routine calculateés °the
installation costs and annual recurringacosts for
the line and other chargeable items required.g In
calculating line costs, it calls upon roubine DIST
for distance data between two given system terminations.
Resulting cost data are arranged by chargeable 1tem

type.

s

DIST Routine :

" This routine retrieves distance data between anv two
" system terminations by calling routine PACK. When the
‘distance is greater ‘than 510 miles, it retrieves
distance data by calling routine RECOVR- B

PACK Routine . ' ' :
This routine stores or retrieves distance data between -
‘any two system terminations. "It is called upon by i
routine~MAIN for distance data dep031ting4 and called
upon by routine DIST for its retrieval. For the purpose
- of sav1ng storage, distance data has been compressed,
and each 36-bit word has been divided into “four. sub-
words of 9, bits. . Therefore, any distance datum with
value equal to or greater-than 511 is stoned in andther
?specified area; "its retrigyval calls uport routine RECOVR
RECOVR Rdutine “ o
During distange data retrieval in the execution ogrthe
DIST routine, .if the return value from routine PACK is
511, this routine Wlll be called upon to . provide the
actual distance data, which is equml to or greaterzthan

v

“

LINK Routine . .

Since the distance between any two system terminations

I and J is lndependent of how I arnd J. are referred to,

the routine LINK provides a medhanism for preserving

such an independency by mapping I and-J. into an absolute
dex. ’ :

Rl

/_ .- . . 2

o 2o Lo
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J'€y1) ‘PLOTPT Routine = .. - - .

_fﬂ' ; ,é"" This routine proviaes instructions for plotting a given
°, . : point on a CalComp plotter. Location of a point. is :
o .~ 7 *-ecalculated by its associated V-H coordinates.~ -“;ﬁf}
. < _ .
h i I- X . . . . . \ - 4
7.1.9 Response Time Algorithmk— RSPNSE Routime ° ' L

. There is a limit on the number of terminals which can be .
llinked together -by a multidropped line due ‘to constraints on reliabildity
and response time. However, it'ﬁ ould be an oversimplification to just use
a particular number as the, main coastraint in determinlng how many
terminals a multidrop line ecan have. In reality, the response time of: a

given muitidrop ‘line depends on ‘the amount of. traffic, the number of

terminals on: the line, and very heavily, on the number of transactions to-,

be processed in the.data base computer system. o ,-” : .-

-

In the - STACOM program, respbnse tfme algorithm is imple- 2
mented in .such a way that during the n&twork optiaization process it

is used to accept or reject ‘the addition of a given termimal to a multi-
drop line.. This response’ time routine calculates the average response
time on the given multidrop line, given the number .of terminals and

amount of peak traffic on the line. Before its inclusion, the STACS&
program, the fidelity of this algorlthm was-evaluated by sfmulation
-and found to be acceptable. : : o

r_-- o ~ ’ - ) »
7:1.10 . . Flexibility - . E ' . . .

o - ' 1 .

At the outset of the STACOM project it was anticipated that
7the STACOM program would be used for states- Wlth varying traffic
requirements, it was decided that the resulting program should be as
flexible and general as "possible. With this in mind, the STACOM program
has been implemented with the following featUres which make 1t flexible
sand thereby enhance its capabilities. - , } ) .

~ - . . ~

g (1) Rate Structures, Line Types, and Chargeable Items
‘Because' a.state can have more than one rate structure
: (tariff) applicable at any one time, the- STACOM program
- has been designed to accommodate this. : )
Under a speciflc rate structure, any combination of line
: types-with their names, line capacities, and basic cost
. . figures can be préscribed to the program. 1In addition
‘ . to the line cost, any number. of chargeable items -
- o associated with each line type can be prescribed to the
- : program. For example, any combination of "cost items
* such a3 service terminals, drops, modem and others can
.be used... Furthermore, under-the Multischedule Private
) Line (MPL) tariffs given by AE&E—for interstate communi-
h S ~ cation lines, the monthly line’ charge between any two
v . terminals is now a function of both the inter-city dis-
tance and the traffic densities-: of both terminal cities.

5

S N - g R s
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> The STACOM: program has béen 1mplemented in sucha way
that it can take line-cost flgures based on'MPb-tan;ffs

~ _ or ~other tarlffs. ) ) ;

- (2) Region Formatlon Sw1tcher Selectlon, and Network
‘ . Optlmlzatlon. - -

leen a_set-of system terminations dividing them into

regions can be performed in either of the following ways:

: o - the user can.preassign some or all of the .terminations

- _ into preselected regions., alternatively the user can let

.. ﬂ‘the program perform the reglon formation by simply pro-
T - viding the system centroid. Following the formation

" N process, the STAGOM program will. start selecting .

'~ -regional switching, centers for regions without a
preassigned swltchlng center. The process of reglonal
network formation and 1ts optlmlza on w111 then follow.

. C L ..

(3) Number of Terminals per Multldrop Life™ and Average

'Response Tlme : . . h

It may, be desirable to set a limit on the number of ’
terminals on a multidrop line. In its implementation,
" .the STACOM program takes this number. from the user's
input data as a constralnt during its optlmlzatlon"
-~ process. - ‘ _ . .
.Be31des the limit on the number of termlnals ;allowed on
\\ ' a multldrop line, a good network design also requlres a
‘ *  constraint on . the average terminal response time on a
-7 multidrop line.. "The STACGM program allows a user’ to .
™. T spe01fy the llmlt on a run basis. - - :

Lt . 3 -~ i .. -

7.1;11; . Programmlng Language . L R ,t o ;
4ot - The STACCM program is lmpremented ‘with the FORTRAN V language

of UNiVAC systems, cémpiled with the EXEC- 8 FORTRAN Preprocessor and

mapped by its MAP pro&essor. _ ot

- Ed

- . C . N - . . .
. - - . . -

7u1352 ~-i Operatlng System Requlrements ' ) Q':i )
_ The EXEC-B operating system of the: UNIVAC 1108 computer has
mbeen used in the development of the STACOM program. The current edition.
of the STACOM program can- only be executed under the-EXEC- 8 system.

Furthermore, since a .CalComp routine is linked with the program, the

plotter must be part of the operating system. If such a hardware unit is'“

not_inclddéd?' the systemz/theﬂsTACOM program must be updated to reflect
this envirohmgﬁt. : L : R . ' - ) S

.
-
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o ,._"'In additlon,_the current STACOM program_has been designed with

. the feature that all. the desired output be put into a FORTRAN file |
designated  as 100. Before/ executing this program, a file with the name

100 must be assigned. ' Otherwise regular WRITE- unit 6 will be the .
destination.output file, e.g., pyint. output will go to %he user s demand
terminal when it - 1s run as a dediand job. . , '

< c .
-

As an example, the follow1ng is a complete 1list of EXEC-8
control statements which need to. be prpared or typed in after the run
card for properly executing the STACO rogram

- B
P

-

eaSG,UP 100
6SYM,P PUNCH$,,GOPLTF

e - - exqr File.Element - ‘ .-
" - = . . - ‘.‘- ~ ~ .
. - (data)r;% . - “:'Y o
" @BRKPT, 100 D g ) .t
8FREE 100 ' : - .

- ) : ‘ . D e ~8SYM. 100, ,T4

. ' /The 83SYM, P command dlrects ‘the resulting plot card 1mages to

~a CalComp plotter designated G9PLTF. The last €SYM command directs <
print output to the slaw hardcopy printer_de81gnated T4.- - : -

-

7.1:13 Functlonal leltations

: thle the STACOM program has been designed and implemented

with the 1ntentlon that it be appllcable as widely as possible, it does
"have certain llmltatlons. These ‘are due mainly to the limit of program

size (sum of:I and -D bank)- allowed under the EXEC-8 system for simplistic

programs. The maximum program size alIowed is 65k words per program. '
" Although it is more convenient for. 1ater use to a381gn all parameters with -
" maximum values as long as the-.overall program- size is within limits, this .~
- results in greater expense in later use of the program due to the higher é-'

core-time . product. Therefore, it is recommended: that all parameters be
'~ set at values Just hlgh enough for anticipated use. . e :

: o s . M

o After settlng parameter values, the STACOM program capablll—

ties -are then limited; to these assigned values. Ifr aﬁ?un requlres ‘that

certain parameter<value'be exceeded , the STACOM program must be recomplled

and remapped. . . . .- D - .

[ -

>

T.2 - SYSTEM RELIABILITY AND AVAILABILITY ANALYSIS T,
While cost may be a major concern in- decidingsihe optien ‘for
-network implementation wheir several alternatives are ava¥lable, the. factoR ~
of system reliability: (survival probability) and avallability as a function
of alternate option does deserve :some considerations... The rellablllty
and avallability of a system not only depends on-how ‘the system: is’ built
. up, it also depends on how "each cogponent of” the system behaves as time
passes\by.- 'In the follow1ng sectlons, we will present assumptlons and '

-~ - ) T ) i ) . - H

£
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definitions of terms and equatlons which are to be used (later in caICulatlng
system reliabllltles "and  availabilities. -The congtraints of subsysStems
to be 1nxestlgated andfresuits from'applylng these equatlons for both

Ohlo and Texas are then presented. : L i i S - .
T.2:1 . Assuﬁptiens .—mﬂ; - IR - .C;
. : . . r‘:- - i \

The true rellab;llty (surV1val probablllty) of a given _ .<;

component as a _function of age is ilmpossible to describe exactly and
However, "in many. cases,:a component's reliability can be practi-
cally and ‘usefully represented:- as a unit with a "bathtub" shapenfallure
rate function as shown in Figure 7-8. In other yords, a component can

be well described as having a failure rate that is lnltlally decreasing

'durlng the infant mortality phase, constant durlng the so-called "useful

¢ ;. _
A & ~ o - \.:
Max _ | ' "' . ’ ' : ?
- I3 s \"‘ -
e Q@ - )
-~ = )
= -
.? . '_5 “ '
: N '
. -
- Min f— 3 { :
,.
l ‘ — — ,
. R Usefol Life \) T,
R "‘%igure 7-8. "Bathtub®™ Failure Rate Function :
X e.m | } h - \

llfe" phase, and, flnally,‘lncrea31ng durlng the so—called "wear-out" phase.

-~ >




constant failyre rate phase.
a constant failure rate case.

. each individual component.

- . 2 -

M -4

-

. III

"€

S

2

LT
.

©

In this study, we assume that all cOmponents are to be ope?ated‘wxﬁhln the
Several distribution functions do- Hate such,

Howgver, in the following discussions, we -
5 use the exponential dlstrlbutlon to represent the reliabiligy ~furction for
An- 1mportant_property of the expgnentlal

s

dlstrlbutlon is that the remaining life of a used component is-independent ‘»

of its initial age (the "memoryless p*operty")

' ~d1$tr1butlon it follows thag

-

.definitions

-
-~

P

-

ﬁlth the exponential

(a) Since a used component is as good as new

"(statlstlcally)

policy of planned-replacement of used components kmrown '

tobe still functlonlng.

——

v
s

(b). The statlstacal estlmatlon data of mean—llfe, -

. 'percentlles, reliability and so on, may be collected on F?k\

the basid only of the number of hours ©of observed life

and of the number of observed failures;
‘components under observation are irrelevant.

-

‘Definition‘-'

-~

~

- -

P4

the ages of

For the purpose of convenlence ‘in latep-dlscu351ons, we glve
to the follow1ng terms and notations:.

(a) A4

(b)) Ry
(C) V;_' =

(dY R(t)

- (e) A(t)

Fa11ure~rate for component 1

‘Mean time between failures (MTBF) for component i
. \ . .

- 1 - . ~
Mean time to repair (MTTR) for componerit i

)

(£f) Agy = The limiting average availability

(g) ')’j_:<

"3 v

(r) A

ttif*aé

vi/Hi

LT
-

-

Systenm failure'rate

System MIBF‘

System;MTTR;

-

2

.(é

-

Availability function as a function of time, t

'Reliability function as'a function of time; t

there is no advantage in follow1ng a

-
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72.3 .. - System Rellablllty and Avaalablllty T .
§§% GIVen a system3w1th n (_2) components, it is in general

ﬁ’rlmp0351ble to derive its exact reliability and <4vailability. However, if
“the Statistical lnten?elatlonshlp,among its components can be descrihed,
® we'tcan Then relate. thenystem rellabll*ty and” availability to the 5
rellabllltles and availabilities of the components.. For the simplest
case, if alx. of the components are statistically independent and each of
them has a constant failure ' rate is them the overall" sSystem rellab;ilty
R(t) for a series system (a system'whlbh functlons if and only if each-
component functlons) is o . -

-~ B 3 - - . e N . .
R(t) = e ~Mt S (D
_ .fa c.n o, : - : ’
T \,  wvhere A = D . | e e Co
c x‘p- . . s l’ . = ' e T ]
‘ . . . , T 2
3 i . n s number of components in the system /} | > AN
" If - the- system has a parallel structure (a system which
functlons if and only if at! least one component functlons), its
., reliability becomes . - ‘ -
] v:.\ . ‘ . - / . 7.
.n - Ast) ’ S ,
R(t) =1 -1 (1 - e l) (2)
) - iz1 T -
| whereITdenotes phe-muitiplicatibn operation.ar
. a ¢

Furthermore, fon‘E'sergzsfsystem,'its limiting average system
avallablllty can be descrlbéd as - ) - B

=

...i!"

i=1

. | Asvg.=(1-+'zyi>- . .‘(3)

-~ -

and the average of system downtime .(MTTR) Becomes

. n . . ' ‘>_\_f‘- . ; . *
) v R DY s - W)
: L. i=1 ~ : : - ‘

where'p = system MTBE_ R L ' g

R  \'='<'2 1/“1) | (5)
S L |

n
/?"\
: 'I-;[‘/]b
N .

y H
\—/
X .

-4
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- A _ ' A
.2, h . System Reliabllity and Availability fo; the Texas Network _{'
7.2.4{1 . Reliability S stem tructures The existlng communlcation,

network for Texas. consists of two central data base computers at Austln,
one central switcher at Austin and two reglonal swltching computers at
both Dallas and Saﬁ\Antonlo. : o

EN .
-

//' ST With thlS 1n.§hegsﬂthe rellablllty system structures for an
1nd1v1dual user terminal can_be descrlbed as follows. . .
. 41 ~ ) » ;.' = -0

S o 'T Case 1'. User Serminal - Austin-Switoher_~ Austin Data Base

: Computer C. _ o
. FLgure 7-9 shows the reliability system structure for the '
user termlnal when its communication w1th the central data bases has to go
- through £he Austln SW1tcher only. _’ B :

=5 Ry .
2
o3 ~

Slnce line L2 is a very short_one and it is. an in-house 11ne,
its rellablllty ‘is considered to be .1. - Thas also: applles to the- following -

cases. - Coe

-~

Austin f . .
Lq N Lo : _ ..

-

. Figure 7-9. Texas Reliability Structure for Case 1

- . o [

s ' ;,f- . T o 7 5 \”. h

. - - -- j O . - ;‘; . )
‘Case 2: User Terminal‘—‘DalBas SW1tcher - Austin
Sw1tcher - Austln Data Base Computer‘ - .

~

- FLgure T7=10 shows the rellablllty system ‘structure for the .
user terminal when its communication with the data base has to go through
both Dallas and Austin switchers. i .

-

¥

€c) Case 3 User Terminal - San Antonio. SW1tcher - Austln
: Sw1tcher - Austin Data Base Computer \ :

: L

R ‘Case 3 is similar to. Case 2, with the exception that San
' Antonio switcher is the lo®cal switcher instead of Dallas
switcher. It is shown 1n Flgure 7-11.
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o : ° Dallas Y fustin - . Austin

‘ \P* éi __ @—@——9—@— RSC —@—.\ﬁ-—@—— RSC DB

Y e - o - i R

/

'Figure 7-10. Texas Reliability Structure for Case 2

-

_San Antonlo - . Austln Austin

Figure 7—11. Texas Rellability Structure for Case 3

7.é.u;2 . Empirical Components' Failure Statisties. Table 7-1 shows
failure statistics for all of relevant components as given in
S Texas rellablllty system. stfuctures. These data are provided
- : . by differerit sources as 1gglcated on the Table.
L e : p

g

- -

7.2.4.3 System Reliabilities and Availabilities.
(a) ' Case 1
The effective syStem failure rate is'edualgto_

:» ‘ A.l

A-f + AN + AL, + ARSC + ADB + AENV
. 0.02786

*

Its reliability function as a function of time becomes

R,(t) = e =0.02786t _ =

| Apply1ng o - | ) , <

t = 21- Ri(24) = 0.512 ‘

: , :;

~ Since A1 = AT + Ay + AL + ARsc + ADB + AENV
.= o0.0832 '

and its average évailability:is egual to

(g

-

Aqo=0.9134. . N

Py

Given a- 24-hour operation peripd,'the Systenm will.hafé a sum
- “of 110.6 .minutes..of outage. _ These results are tabulated in
' _Table 7-2. : - -

El{fC e 215
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Table 7-1- Empiricé;/Espimate Components' Failure‘Statistics ~

» |
. -.\ -'.‘ - ) ] -
‘ . Ai T , ' T~
v , ~ Failure Ai
Hi vy Rate Availa- v :
Component MTBF MTTR (x10=3)  bility Y Source
1. Terminal 900 0.667  1.11  0.99926  .074  1Int.
: - | ) o . Comm.
| = | | o .~ Corp.
2. Modem 5000 . 3 0.2  0.999% 0.6 . Ohio WU
3. Line . 668.5 . 1.4 1.496  0.099791 2.1  Ohio WU
4. Data Base = . 350.8  -0.57 2.85 0.998% = 1.62  Ohio
Environment _ _ - N
5. Austin S/W ~ “143.9 €%§i3;17- 6.95 0.9920 8.13 * '
6. Dallas S/W  145.0  0.95 6.89  0.9935 6.53  Texas
7. -San Antonio  145.4.  0.56  .6.88 -  0.9962 3.86 DPS
_ S/ | | cs - N
8. Data Base = ~-68.3 . 4.67 14.64 . 0.936 - 68.4 L |
(b) © Case 2
“ Thé effective system failure rate is’ééual to
_ A2 =M + 2\M + AL + ARSC at Dallas
_ = 0.03664
- - 5 i . ) .
and its reliability function becomes
; . Ry(e) = o70-03663E i

.Applying t = 24, R2(24) = 0.315

. Since Y» = 0.0930, its average system availability is
- equal to ' - .

A2 = 0.915

" Given a‘24—hour'op¢rationalrperiod, the system will  have
a sum of 122.5 minutes. of outage.” These results are
" tabulated in Table 7-2. : _ Co 'S

T=-23 216
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Table 7-2. Texas System Reliabilities and AVallabllltleS for a
' 24 Hour Operatlon Perlod

. . s
_ . System 1 - System 2 . System 3
. - ) ¥ . B . .
1) Reliability - 0.512 -. - -_5;g1§/’_;(z”\ 0.315
2) Availability 0.9232 0.915 .- " 0.917
. - . T L : . >
3)~ Daily Outage -110.6 minutes 122.5 minutes 119.3 minutes

- -

-

(e) Case 3

- _ The gffective system failure rate is equal to

. . A3 = A + 2AM + AL + ARSC a2t San "Antonio

:_0.03663'

and¢ its reliability function becomes

, —_0. 03663 ‘

. . o R.(t) = e 0.0366

° 3 . . . - '
Applying t = 24, R3(24) = 0.415
Since Y3 = 0.09036
its average system availabiliny'is equal to
A3 = 0.917 - -

Given a 2# hour operatlon perlod the system w1ll have -~
a sum of 119.3 minutes of outage. These results ate
also tabulated in Table T7-2. =

-

7.3  RESPONSE TIME ALGORITHM

) This section describes a- network response time z_gorithm which
models mean response time values at network user terminals.. Response time
is defined as that time- interval between the time:a network user lnltlates
a request for network serv1ce and the time .at which a response is -

completed at the users 1nqu1r1ng terminal

Section 7.3.1 descrlbes a general approach to network response
time @modeling. Following this background material, specific models used

in Texas dre discussed in Sectﬁgns 7.3.2. |
. - 7
. S

ST e 217 L :
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. Te3:1 General Response Time Modeling Approach-
~ .
7.3.1.1 cﬁpgroach Components of the model described in- .this section -

Jcan be assembled to mimic response time behavior at ‘any terminal imbedded
in_any network configuration- incorporating termlnals, 11nes, message
swltching computers and data base computers.. . . . apf

» :‘- To facllltate dlscu551on, we shall consider the components fpr
a response time. model for the general network depicted in Figure 7 12,
although the pr1nc1p1es of model component development apply to any
network conflguration. .

‘In the network shown, Reglonal Sw1tch1ng Computers, (RSCs),
service terminals within their -defined reglons. ,RSCs from each region -
are connected to a central RSC whlch prov1des a data base for inqulry/response
transactlons. c : : oo 4 .

-
-

The longest response time at a system termlnatlon will occur 7

on a multl;dropped line served by a remote RSC. The response time model
gdlscussed here treats thls condition. Co. ..

- ’ Figure 7=13 presents a simpllfled draw1ng of the ponfiguratlon
of interest. The remote RSC services a multidrop -of M terminals and _
receives a single regional traffic”load from-all other terminals in the .
reglon. In our discussion, intraregion lines are.half duplex and
interregion lines are full duplex. -Again, the general approach 1s not T
1limited to these speclfic ch01ces., o R -

- The centraljhsc connected to the data base. receives.trafflc
from the remote RSC of interest, and from both termlnalsﬂln its reglon,
'and other RSCs in the network. _— ) : . \

-
»

E _ In this scheme, messages transmitted from multldrdp termlnals X
to the data base and back to the approprlate multldrop termlnal engcounter .
~a series of queues. ., ’ :

2

.. The total time spenf in any queue is defined as the time .spent
waiting® for service from a facility plus the . time spent by the facility in

serv1cfng the transactlon. The response timé model developed -
here 00n31ders average or mean- values for all variables, so that

-

E(Queue Tlme) J/§2Wa1t Time) + E(Serv1ce Time) | 7 ' ’
: S .
Fagilities in the model consist of transm1331on 11nes and

computers.
: Figure 7-14 shows seven distinct queues encountered by a data
‘base inquiry and response operation 'from a mu.tidropped terminal. The-
wait time and service time components of each queue are delineated in the
figure. Inquiry input to the data base moves across the -top of the figure
from left to right/.. 'Response output from the data. base moves across- the -
bottom of the figure from right to-left. Each of the queues, seven in

all, are numbered for 1ater easy reference. when spec1f1c equatlons are
dlscussed.

T=25

[KC“ . - N

o st 2 o - . &
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INPUT MULTIDROP REMOTE RSC INPUT INTERREGION - DATA BASE .
@ LINEQUEUE @ QUEUE  ° LINE QUEUE D RSC QUEUE
' = j i T ]
i , '! | , ) | . -~k
[ L. ) | g o~

WAIT FOR . | . I o e
| poLLPLus : WAIT INTER- | MOT ‘ [
| OTHER INPUT | ‘ |, For REGION | DA$A - DATA . |.
| INPUT, "« "LINE | ooy I oiNTEr- LINE 0 . BASE
1 QUIPUT. SERVICE- | ¢ CPU | REGION service | BASE - gec
2 TRAFFIC ¢ ' I For SERVICE ' RSC I
| AHEAD I TIME | cPu " - TIVE | LINE - TIME l_CPU SERVICE |

- - - SERV INP TIME .
| @ueue | SERVICE | ICE NPUD | rrvice |
l ~ i ~ I - I I
| INPUT Xy ' OUTPUT L ] INPUT DATA
BUFFER \('RéMOTE BUFFER BUFFER BASE
— RSC ———— RSC
OUTPUT. cPU INPUT OUTPUT | 5,
- ‘BUFFER BUFFER  |-—————— BUFFER * <
C ] . 1 ; . {
- " T | -

OUTPUT WAIT FOR | - warr For 1 INTER WAIT | |
I Ui CPU | REGION FOR e
| LINE -. . MULTIDROP © SERVICE - CPU | LINE L oomTere 1 TN

SER.VICE R CS)EL;T/PIL(J:; | TIME " SERVICE SERVICE REG ION l "' .
I TimME - e o | : | TimE LINE . |7 -
i ) - ! (OUTPUT 'SERVICE | -

- : U T Cr
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Figure 7-14. System Message Queues - .
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B - I
L
’ "Each of the queues is oonsidered to be a single server -

queue, with the exception of the data base RSC computer which may be

'treated as a doubli server: queue (dual .CPUs) if desired B -
A . : -
7-3.1.2  Genera . We shall now develcp a set of general
equations for a response time model. In this model , response time is
defined as that time from initiation of a request for network. service at
“"a terminal to the time that a response is completed at the requesting
terminal. We wish to de&eIop equations for the queues outlined in-
Figure 7-14. for a network capable of kandling three types of’ message
priorities. In addition, for purposes of this discussion, output from -
- the computer onto the multidrop line is given priorlty oyer, input messages
to the computer from the -multidrop line. .

i Thus, there are really 4 types of prioritles to deal WIth..
Con51der the three message prlority types as being : '

Message type A
Message type B-
Message type C . s

Priorlty 1
Priority 2
Prioriby.3

. Then, on the multidrop, the model will need to.handle the

following fbur priorlty types
- . . . '-. . ! '
Pricrity 1 = Output of Message type A B o
_ Priority 2 = Output of Message ‘type B : N
- - Priority 3 = Output of Message type C
Priority'u.: Input of all Message tYpes-

S ThlS approach is necessary 31nce messages _cannot _be. prioritlzed
until they reach a. computer, at which’ point, message types can be examined
.-and appropriate priorities assigned 'to each. It is assumed here that:-it
isinot desirable to allow network users to assign priorities to messages.

, o
- On 1nterreg10n full duplex lines, output does not interfere
w1th input so that the model need deal with input and output of” the three
prlorlty types, messages A, B and C. only. . . . - .

The follow1ng assumptions are made for model. . development.lin--

:'ft1) Trafflc,arrivai patterns at facllitles are P01sson.“"

¢

(2)- -Inter-arrival times of messages are exponentlally -
distributed. . o | _ - *ﬁ

"

(3).a'0utput messages from the computer to the multidrop 11ne
have priority over input messages from the termlnals to

 the computer. S o oL

< E NS

(%) 'Message dlspatchlng is first in, flrst out (FIFO).

. . . : g:}"—: |

(5) No messages leave queues without first being serviced:
Do . -, . Y - - . '..H » ‘ N i X g~ ’i;:b )

.- h .- . ¢ :’;,;m - &,

]

- S | ‘~- _7.'29.,- ' 222 “:\\ 'A "'.'-':‘j -



L (6)
- ) ~ « for each termlnafﬁ v
. .(7) Message handling is on a non pre-emptlve basis, that :
’ is, messages are not 1nterrupted once they are. placed
- on a- transm1331on l1ne. :
(8) When dual CPU's are con51dered they are assumed to be
o '~ evenly loaded. : '
. '.‘ﬁ - {9) Users on*the multldrop line do ‘not hold the line for
B ! T more than one message before polling is resumed.
i Under conditions.of the above assumptions " the mean* waiting
' -time, E(tw), in a single server queue is 7 . ' .
- N . 4] ’\: ' Y «
. ' _ ' E{ts) ' '
. e E(tw) = ——2 ' 1)
~ _?' : o 1T - £ . . R )
where E(ts) = mean service time (sec) . . -
. ’ - (- ‘ ) - 4 . . i \5 )
and S p = E(n))(E(ts)
i S o .H v
: fwhere E(n) average number of transactlon arrlvals per second .
~ > The mean queue time is therefore" . f l ?;f -
. . e - A - . -, X . ‘__,‘, - ‘ \\'_.;__:.lv ;‘ ) Ep . e .
E(tg) = E(tw) «+ E(ts)'
pE(ts) ' g
or - Coa E(tq) = =————— + E(ts)
' : . 1 =-0p o P
o . N o - N
L . E(ts) |
- or simplified. - - CE(tq) = - > - (2
. e e L1 <P . A _
E’.V - - . - . C - .-

;A”" : i{ The term, p,'
Tto! the fractlon -of time: that a. fa01llty is. in
takes on values betwen 0-and 1.°

The term, p,

Por dual server queues,

fwhere an lncomlng

. " not busy,'the waltlng t1me for serv1ce, E(tw), 1s glven by

fac1llty is 100% util1zed.
-not exceed 0. 700...‘

77-53, .Vol. III (
/ : o _ .
Polling is eyelic on “the multldrbp w1£ﬁ_5du§§5§gi§ﬁfing

is a measure of fac111ty utlllzatlon and 1s equal
use . serv1ng transactlons.
When p =.1 it means that the
he shall see that p values should generally

;/

such as computers WIth tW1n processors
transaction is serviced by the first processor which 1s

<223
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) , e P 2_-E(t3) I,__,__'.____.,._, O ,,A,,_._,_.;_..,‘_ = _,__,I,___.._.,.__A o

and in this case the traffic value, E(n3 should sbe halved‘in
calculating P3 that_is ‘ : o
VTR ¥;~ E( ) : c R
-_5.- T . p-=*—z- E(ts) : _ e T

e : Before presenting specific equations fbr the queues outlined

- in Figure T7-14, we shall consider the general equations for waiting times

when it is desired to handle messages of. different pr‘ior:l.t‘r types.

The ability to prioritize messages can be an important network
feature when -there is a2 mixture of long and short. messages on the network
that is, when there is a wide range of average message lengths for '
-different message types. For example, in the law enforcement environment,
when long message types such as digital fingerprint data, Computerized
Criminal History data, digital facsimile data or-long administrative '
messages are included in a network along with shorter inquiry/response
messages related to officer safety, it may be expedient to transmit the
latter message types with a higher priority over the network to insure )
shorter_response times fbrjﬁhese more -important message types;‘ o =
. - The response time model ‘is capable of handling up to four
‘message priority levels. The mean wait time components of mean queue .
- ‘times for. the four priority leveIs are given below. ‘Priority 1 is the - .

,;highest priority.‘:

.-_ - .

N yean walt time, Pr‘iorlty 7, T e B T T
) _— - ,“1. e : _
Lo tpE(ts) . s
E(twl) £ : 7 - |
! T1-P T . :
Mean wait time, Priority 2, . . ., . T T
. S L o . cEl N : '.'- L T L L g .
, ‘ : ) pE(ts) _ : e
L ' CE(tw2) = = , — L (5)
o T (1 - 91) (1 . p;_-'Pz), ST L e
: 'Mean"waitEtime, Priority 3, ' : ‘
. , R E o
) P (ts) -
CE(tw3) = _ — | 6)
o (1= P1 - pP2) (1 - P71~ P2--P3) ' - TN
. \ Lo “'
R
G .
2 N N



| 77-53, Vol. IIJ - >
" Mean wait time, Priority 4, - S ]
. ‘ ] o~ N - Y - - I— - - - - —
R - - o pE(ts) L -
- E(twld) = —_— —_ _ (T)
: (1 -Pp -P2-P3) (1 -P) _ S
ilm the above equatiohs'-. - - T
_ . E \pirz faclllty utlllzatlon due to,prlorlty 1 message type
. i=,2,3, 08 L e
— -,-/I - . AP . . '. “ N - _ ) . ' . ’ . o
and = ~ . : pPi-= E(ni)XE(tSi)'_t ; ‘ . o Lo """ -
- where N "E(ny) = arrivals per second of,priority:i type messages
_ . - _ A AT ‘ a R ’
.. and . : . E(tsl) = ‘'service time for priority i type messages
'S0 that the total faclllty utlllzatlon
AT P =P +P2 +P3 + Py .

and the total message arribals per'second

T . E(n) E(nq) + .E(np) + E(n3) + E(nu)
: Flnally, in the model, there are two types of service times
-to ‘be calculated. One is service tihe for message transm1531on over
communlcatlon*rine fac1¢1t1es and the other 1is service time for message o
"sw1tch1ng and data base acqu131t10n by computer fac111t1es Lo C

;_:; B For the four prlorlty types, serV1ce tlmes for messages on
~,communlcatlon 11nes are glven by .4 R - S
Tt _ (Lmi + OH) x Be . . N
E(tsi) = — + MPSE . (8)
' c -~ ' ¥ ' .
2 . - - b . . ) " -
‘where :af-l iﬂ= 1, -2, ~3,f::f . o
~fand_‘: p_“Lmi‘ average- message length of a prlorlty i type message in
PR char ters_;_j T _ _ » _
R _,!l‘.'._-i' s . A .a“.; o -\‘"J . ’_" - -‘::, : .
: o OH =- number of overhead characters that accompaagva;megsage:on
e the network o _ - _'_"'l _'."f" T
- 'chhz;numberiof bits'per'character - R
K ST B - . .o k ' C _
C = line’capacity in Bauds o ' s
MPSE = time spent for pauses in transm1351on due to modem line
:—"-" turnaround tlme or other’ factors - - :
732225 -
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The. unsubscripted service time term, E(ts), (which appears

“‘with ‘the unsubscripted P term in the numerators of equations 4 thru T), is

calculated similarly, but uses the overall network average message length,

Lm, in place of Lmi, o )

' . Lm = P1(Lm1) + P2(Lm2) + P3(L.m3) + Pu(Lmu)
- the percentage of priority i type messages on the network
1, 2, 3, & . .- , o
&

i
The mean service time’ for a negative poll on - the multldrop : S
network is given by

POH x Be I o

" wher'e POH = number of polling characters including overhead charactehs ]

L4 -

number of bits per character

W
.0
"

a%-: line capacity in Bauds . I ,_' _f

PPSE = total line pauses durlng a negative poll due to modem
‘turnarounds, etc. ‘There are two line turnarounds for-
_ . a negatlve poll on a half duplex line. - : :
- Note tha+ communlcation 1ine ‘service tImes ‘'do not 1ncludeo 1
'terms accounting for line transmission delays as a function of distance.: :
These contrlbutions'to total response- .time are negliglble and are not

.1ncluded in the model

. R Mean serv1ce times fbr computers are estimated from data
*supplled by computer system vendors. ‘Of interest is -‘the: average tlme
required to ‘process a transaction.’ For an RSC the time is that reqq}red
.to-perform message switching. For a remote single server RSC the mean

queue time E(tqRC), is - _ -
.. ' ' : . : L ' E(‘tSRC) -'; ) ' ’ - . _ \3 o
L, o - E(tqRC) = — - SR o . (10) &
S L T 1 = PRC - ]
- where. -E(tSRe) = mean service time for sw1tching per transactlon 1n o

Eotl n.iec a reglonal computer ..@__T_:F?‘_ _ e e

:;ff_. o fbpc;z-;acility utlllzation fbr a reglonal computer

and - PRc = E(nRC) E(tsRC) L ',;sf;, o

where ‘E(nRC) = total transactlon arrlvals per second at the

R reglonal RSC i - - L ‘
o &

s 2pg



For .an RSC connected ko a. s e il we shall assume that the .
computer -i&-a -dual-:précessor -so- thatm Py haﬁeﬁﬁé§“§fﬁgai -gservergqueue. -In7 .-
tnls case, the mean queue/tlme for the data‘Eése sw1tcher computer, E(tqCD),

_lS - . . . . . . Sy _—..'-' . ’u‘ - -n'
coL IR PZCQ}_ E(tsCD) :
. E{tqCD) = ‘= . S+ E(tsCD) (11D .
where _ E(tsCD) = mean serv1ce t1me~for sw1tch1ng plus data base
- . ~access per ‘transaction .. .
ePCD = facility utilization,fOr an'&§%>gith‘data base o . . L
. ' ’ . o . . ) o x. o . ’
S "E(nCD) - T e : , -
and pCD = —E—— E:( tsCDh): , , ';:"' -
where, ‘B(nCD) = total transaction arrlval rate per second at the data
' base RSC ' . . : ‘ . ’

Mean serv1ce tlmes for computers are’hardware and software
conflguratlon dependent, which necessitates vendor consultation in each
-case. Generally,_com?uter mean servlce ‘times will. range from 100 @% to

. 700 ms. R e - S - - T
: - : _ _

In arr{ving at values for computer mean service times, it . .
is important to visualize the computer-facility as a single large queue, ’
despite the fact that the operating system .may 1nvolve many queues -
in real%ty. One approach for example, may con31der the mean number ’?VT-k o
of. program. steps executed. per. transaction "and the: mean. number of dlsc o
V-accesses per transactlon. Typlcal numbers~may be. o I

Fd

s L R L I . ..‘:'-., "'._' S T RS - L.
o T ITEM .. SPEED-. . . TIME
150,000'instquctions _f' "8 1 microsecond mean 0. 150 )
per transaction - “instruction executlon ‘
' time ‘ . .
6 disc accesses pe?_' €@ 47.5 milliseconds per- = 0.285

transaction : = access

MEAN COMPUTER "SERVICE TIME 'o}u35-sec”

' Ideally,-vendors or system users. may have actual measurements
,avallable Lrom operatlng statistics. o LR

= -

:-7;3.;.3. ; ,Inpﬁts/Outputs;.‘The'general?model requires the input data
listed in Table 7@. Table 7-4 describes the terms .calculated by the
model. Figure 7-15 clarifies where various terms apply in the model .

L8
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Table 7-3. Model Inputs .
Item Symbol - | o Meaningrand-Units~
| 1 Cm " . Line capacity of tﬁe multidrop (Baud)
‘ 2t CR. Line capacity of interregion line CBaudi -
.3' “OH - | Overhead characters 4; liue:protocoi (CH) ~ . L
4 MPSEM ‘ Total }ine turn-around time on multidropr(seé)
‘5 MPSER ,l ’Total line turn;around time on interregionyline
R (sec) B |
6 Mo . Number of .terminals on multidrop
T e o Units\per-charaoteQ‘(bits) |
'8 >L1 | Priority one output'averaée message length‘(cﬁ)b
L9 : - -LZ- : '7.2 PriOrity two output average message 1ength (CH)c "
'$g\ .Lé o Priority three output average uessage length (CH)
-11; >.L“ﬁ' - " Input average message %ength (CH) - -‘fjv;ﬂ'_f‘
12 ' .Ls}f ) Priority one input average message 1ength ( CH)
:13'i l;é?.i““;L. Priority tLo input average message length (CH)
;4- L7 ) o Priority three 1nput ayerage message length (CH) .f“r
i5 : Lm. * Overall system average message 1ength (CH) - |
i6_' E(nmlj_ . Mean arrival rate of ;priority one output messages to
T e 'l - multidrop (msg/sec) : : . _
17 ‘E(nmz)i ’1 Mean ‘arrival rate'of priority two output measages to
- multidrop (msg/sec) ) e
18" E(mm3) . ﬁean arrival rate of‘Priority 3 output messagesr
' ' " to multidrop (msg/sec)
RIC “ T 73 200 ’
== e s
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~ Table 7-3. Model-Inputs (Continuation 1)
Item Symbol . 'Meaning and Units
19 E(rm4i) Mean arrival rate of all 1nput messages from
multidrop (msg/sec)
20 . E(nRI1) Mean arrival rate of Priority 1 input:ﬁessages on’
interregion line (msg/sec)
21 ' E(ndIZ) Mean arrival rate of Priérity 2 input mesSageg on -
' ! ihterregion line (msg/seé)' T
22 (nRI3) Mean arrlval rate of" Prlorlty 3 input messages on
: interreglon llne (msg/sec) ‘ ' :
-23';_‘ 'E(nRO]) ] -Mean arrlval rate og)Prlorlty 1 output messages on
' interregion line (msSg/sec) ’ v
24 E(nR02) . Mean arrlvalnrate of Priority 2 output messageslon
: interregion.line {msg/sec) -
25 - EgnRO3)_W< Mean arrival rate of Prlorlty 3 cutput messages on
' ' 1nterreglon ﬁlne (msg/sec). _
26 ¢ E(nCR)fVV’ﬁfMean number of transactlons/sec at RSC (tr
27 E(nCD) - Mean number “of" transactlons/sec at the RSC with’
' a data base (trans/sec)
- .o i ' : ' g » N ’
28 . E(tsCR) Mean service time per transactlon for the RSC
. : computer (sec/trans)
29 . Q-E(tSCD}" Mean serv1ce tlme per transactlon for the RSC data

- base, computer (sec/trans)

-

229
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Table T7-4.

Calculated values T
Item “Symbol Meaning and Units
1 - E(tsmi) Mean.sersice time for messaées on the multidrop
i = 1=-7 line (sec/msg) '
|4 . i . . )
2 E(tsm) Mean service time for messages on the multidrop
. ~ ' using dverall average message length (Lm) (see/msg)
. 3 E(twmi) Mean wait time for serv1ce on the multldrop llne\
A . i= 1-=4 . (sec/msg) .
. L c pmi o : Mean utilization of multldrop line fbr each //
i=1=4 "priority type ] .
e .2 :
5 pm Total mean utlllzatlon of multidrop llne for all -
B me s8ages U a :
6 E{(tqCR) Mean queue tlme of RSC‘(sec/msg) o ',.;
7 E(tsRIi) Mean service time for 1nput m'ssages on
i= 1-3. 1nterregion line (sec/msg) - . .
8 - E(tsR0i) Mean -service time for output_messages on
i= 1-3 1nterreglon line (sec/msg) )
9 ' E(;sRI) Overall mean serv1ce time fbr 1nput messages on
> oo interregion llne (sec/msg) _ , -
- 10, E(tsRO) ‘Overall mean service tlme for output messages on
. ‘ "interregion'linei(sec/msg) : : :
11 ] pRii Mean utlllzatlon of 1nterreg10n line fér inpht -
i = '1=-3 -messages for each prlorlty type .. ’
. N
12 pRO1 ﬂean utilization of 1nterreg10n line\;Qy output -
i = 1-3 messages for each priority type W
13 PRI " “Total mean utlllzatlon of 1nterreglon line for all
input: messages. X
- : 7 ) . “v - _4_ )
14 - pRO "~ - Total mean utilization of 1nterreglon line fer all - -
r - o ' .output messageS' : '
15  -E(twRIi) =  Mean wait time for 1nput serv1ce on Inter— o
.o i= 1=3 reglonal line (sec/msg) -
16 E(twROi) Mean wait time for output'serviée.on-inter;'.
' 1= 1=3 'reglonal line (sec/msg)
17 EéthDl. Mean queue time of RSC w1th data base (sec/msg):

' 7-37
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E(nm]) ~-——— ] E(nRI1) ——d .
E(nm2) —-——— N E(rR1Z) ———=
E{nm3) -—-—-—— E(nRI3) ———8
E(pm4) — E(1sCD)
L - -
Cm RSC - . oara-
9“\0/?\0 E(1sCR) |- CR - RSC - BASES
. -3 < E(nRO1) --— S -
3 ) E(nRO2) —— R
o f E(nRO3) “@— | f
] . —— N .
Ly - - E(nCR) E(nCD) , ’ -
Lo w——
Y
Ly e ) INPUTS
L — - : -
. Ly ¥ _ ‘ N~ .
. N . <
. Ersmi) E(rwCR) E(sRID RE; E(twRii) E(twCD)
. i .7 i 21,37 i =1,3 i =1,3 ' P
E(tsm) E(rsROi) ROi E(twROi) ' :
o i= 1, i -1,3 i =1,3
- E(rwmi). . . E(rsRI) RI - g
e’ g 1 ],'~.4— Ii F(fs.go) RO i ’
- e _ . B R
- P
m he ) ; .
. : CALCULA']:!ONS )
h ) '...' ' - ’ ' o " <~ 4'
Figure 7-15. Model Inputs and -Calculated.Values
. . - . ; . ) - . - ) T 1 -
= “®
g-_ . .
. = - . -~ - . . ’I -
T .. > ) < ) .
] s S <Oog
: : - 7-38 -
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A Once the calculated values are found it is a simple matter
to sum up the desired components of the seven queues -involved, (ocutlinéd
in Figure 7-14,) to _arrive at desired. values. for -response - times by - priority
type. It is also ‘possible to use the model for simpler network configura~
tions which may ¢r may not involve message prioritization. ~The following ‘

. two examples will clarify model use. . . e .
« E____ -, . - . = X .. -
EXAMPLE 1 - . ’ . - o :
J N\ Suppose we wished to find response times for the network "shown '
in Figure 7-14 under the following'conditions- - L -
; ) . There are three priority type messages on the network; ’
. A, B, and C, with A being the higher -priority
) Output of messages to the multidrop line has_priprity'
over input messages.from the 1ine multidrop' - .
) \
T 7 ® Inquiry messages flow from the multidrop line through an
) RSC, over 1nterregion lines to a data base RSC and
. 7 - response messages flow back
» L The - equations fOr response time-are presented below. There
are three equations shown. .

E(trA) = mean response time for -a priority A message-’

- : E(trB) = mean response time for a‘priority.B message

-~

' E(trC)':imean,response time for a priority C message

- .
-

. "Each equation is comprised of the” appropriaté wait and service
time components calculated by the model. The equation for E(tri) is
presenteéd in. more/getail The equations fOr E(trB) and E(trC) are.cof
similiar ‘conStruction, however, the wait. times in queues are longer since
‘they ‘are of lower’ priority“and the line-.-service times are different since
average message Jlengths are different These differences ‘are evident in
the ‘use of different Subscripts. Note that the wait time for line service
:fbr an input message on the multidrop line is the same. in ali equations
since input from the multidrop is visualized as- priority 4 on the multi-
drop line, that 1s,-1nput waits for all output onto the multidrop.-

'7 : . 3 . Queue No.

Term . . . Explandation . A (See Figure
' , (See ‘Table 7-4) - : ST T-14) o
‘E(trA), 7 *__ Response time of priority”gpnessages_ Not applicable
b’.f—‘f .- ’ ‘_._.\- ) ’ , o
]

E(tpoll).” Mean waiting time for- ‘poll at a. terminal

-

A
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3 . . . | . 6’ ‘QT o . . — - i ) .. l..
- - . . TR - o .. ’ - - -
. S . i@k.. - . - - " Queue No.
~Term - .- - } é%&planatzon‘ B . (See Figure,
o AR (éee Jable 7-4) " . T-18)
. 4:E(twmu)  c Mean waltlng tlme for other ‘input messages : -1
T - : : : ‘on multidrop that may be polled befOre ’ N
terminal. of 1nterest K\. - - : .
{IE(tshs)' ' "'Mean service time for Priorit& &- input : o
. S © . message on multidrop line-
+ é(tQCﬁ) B Mean queue time at RSC' e :' - .2
- ’:_ © .-.\;- ’
"+ E(twRI1) - - aMean Waiting time for Prlorlty A message : 3
’ T i for 1nterreglon line: service
. "‘\-}h'x - .
R ECtsRIi)' : :Mean:serv1ce tlme for Priority A message 3
- I ' on interregion line ' '
+'E(thD) L  w Mean‘queueytime'at RSC with data base I 2
* &+ E(twRO1) - . Mean waiting time for Priority A message 5
' : - . for interregion line service’ ' T .
+ E(psﬁq1j - Mean service .time for Prlorlty A messége .5
' ' . on 1nterreglon llne . -
+'E(thR)‘ }- " Mean queue time at”RSC - L S 6' 
+ ECtwM1) . Mean wait timé for output service of T
' 'Priority A message,onto multidropﬁline :
--#'EttsM1) ) o Mean service time for output message of . _wﬁ
' ‘ ’ Prlorlty A on multldrop llne ,
" s s _'-1 . BN A o o L
. . .. E(trB) S | E(tpoll) + E(twm4) + E(tsmb6) + E(tqCR):"
+ E(twRI2) + E(tsRI2) + E(tgCD) ~ - . . = .~
: + E(twR02) + E(tsR02) + E(tqCR) . ) RN
N d + E(twm2) + E(tsm2) ' _ B S
ang, : q |
- . -~ M _1 ' E L -
E(trC) E(tpoll) + E(twml) + E(tsm7) + E(tqCR)
e - _ ' . . 0 L . SR SO
o '+ E(twRI3) + E(tsRI3) % E(tqCD).
- . . + E(twRO3) + E(tsRO3) + E(thD) )
. RO ~ + E(twm3) «+ E(tmsB)
S A S S T
. L 7-40 e - '
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exAMPLsz_

Suppose we wish to deal with the simpler network configuration

shown in: Figure 7-16. ‘gs before, ‘the longest response time in this
‘network.will occur on one of the multidropped lines. Therefore, consider

;fthe simplification of Figure 7-17 where we consider one such line.
';Consider also, theifollowing characteristics of interest.

ofﬁi' There is no . prioﬁitization of messages.

"if’- 'Output of messages to the multidrop has priority
- over input messages from. the multidrop

‘o- A single RSC w1th data base is used in the network

Under these_conditions, the response time, E(tr);:for messages;:

T

is given by

M.

E(tr)

‘riECEpolijif;E(twmz),+5E(tsnz5g"

+'BE(tqlD) + E(twm1) '+ E(tsm1) -

In this equation, output is givgn,priority‘onefand~in5utﬁis-3V
given priority two. > . P L __' S

7.3.1.4 -  Model. Validation. ' The reader will note that 51mplificatlons

have been’ introduced into the model. For example, mean .Qqueue time- at . ‘_,;”{

. ‘computers is ‘calculated w1thout regard to average message lengths of R
Lj'transactions.a This - assumes that the ‘mean number of software: operations e
" carried out per transaction (hence, mean time), as well as time for -disc
accesses, 1is: fairly insensitive to- the lengths of messages which are be1ng
.handled. These and other simpllfying assumptions are best‘testéa by
‘-comparing model outputs with snmulation. “This exercise was performed with
a GPSS program that. simulated, .a network-with the characteristics of -
Example 2 of the section entitled Model Inputs/Outputs, but w1th two
. priority message -types, -A and B,. instead of no prioritization. Results ,
‘are shown in Figure 7-18. These results show- the model to be sufflciently
close to simulation results- to be of meaningful value as a design tool.
Values used in these specific tests are shown in-Table 7-5.. Values in ..
Table -7-5 for E(nCD), E(mm1), E(mm2), and E(nm3) correspond to a total
network transaction level of 90,720 transactions per day. - The curves
of Figure 7-18 were generated by increasing, (or decreasing), these values.
proportionately to generate x coordinate values. . . _ :

AV
<)
W,

7-31
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ﬂTéﬁle_?-S;- HodelFValidéﬁiép Input_Vélues

“Term N, .. Value

R o N - '2400.Baud ..
' OH .~ /. 13 characters
POE <~ , 10 characters
MPSEM . w.. . 0150 sec - . - -
~ PPSEM ] "~ 0.150 sec - . '
M . . -10 terminals
Ve - - - . 10 bits-
Ls 18 characters .-
L6 o - 250 characters - )
I P B . .. 170 -characters (output Prlorlty 1)
: L2 o - o 250 characters (output Priority 2)
~. - L3 - - .. 39 characters’ (input)
LM o _ . 108 characters ,
' E(tsCD) -+ 0.700 seconds.
E(nm1)* D .. o.om6- . Co
e o SR
E(nFD)f*,' o oesEs

*Values fbr multldrop traffic used at E(nCD) = ;525 fsee.fext)

N **E(nCD) = .525 for evenly loaded dual processors total computer o
L : :&;énsaction load = 2 x .525. 1.05 transactions/sec or.g

90, 720 transactions/day

.Y

6%

-

' The equations for responsé times in this model were

M -

L5 UEGra) E(tpoll) + E(twm3) + E(tsm5) + E(tqCD). -

+.E(twm1)-+'E(tsm1) s

M= 1

~ _E(trB) = E(tpolii‘%'é(tﬁmé)v; E(tsmé) +2EfthD)i‘»

+ E(twg2)1+_E(tsm2)3 

R = 23:)'
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) . . > The dotted -1liné in Figure 7—18 represents the time spent
in queue 'in the computer (see Equation 11). Note’ that the overall
life of the system in terms of ability to handle throughput is limited - ,
by the computer performance. In the system shown, the computer utlllzatlon,
PCD, reaches 0.700° at approximately 173,000 transactlons per .day. T
- At this point, excessive queues ¢&an develop in the computer with small
g;“varlatlons in. throughput demand. Consequently, designers should be P
. well into . planning an upgrade when mean computer utilization hovers o
--near 0.700. The model can be used to- find the néw required computer °
mean service time to handle throughput demand for -‘any ‘number of years
in the future. Mean service times may be reduced in any number of—ways,
. the most typlcal being use of fixed head discs, - improving communications,
'9software, ‘obtaining faster core, and lmplementlng multlple process g
- units. .- oo : ‘ : -

2

7.3.2 . The Texas Response Time Model -
: " The response tlme model for the- State of Texas requlres the
development of further terms to handle ‘the queuelng analy51s of data base

s terms.

Tk .The present‘system Ain Texas employs three reglonal sv1tchers
. = one in Garland ~one 1in Austin and one’ in San Antonio. Each switcher .

"serves terminals in its. general reglon. - The Garland -and San‘ Antonio-

. sw1tchers are connected through communlcatlon ‘lines. to the Austin
sSwitcher. " The Austin’ Switcher, in turn, is connected to state data bases..
Response time ‘models developed in Sectlon 7.3.1 are useful in treatlng o
response times from terminals into the Austin switeh.  The nature of B
- communications between the Austin switch and the Texas data ‘bases in- 7

’ Austln, however,.requlre ‘the development of addltlonal queuelng equatlons. .

Lo '=VV; ' FLgure 7= 19 presents a Slmpllfled block dlagram of the- TLETS
bystem and- shows speclflc connectlons between ‘the Austln .switch 4nd the
three- data- bases proV1d1ng serv10e -0, the TLETS . Network - the Texas Cr1me
Information Center, (TCIC), the Drivers Llcense Records, (LIDBQ, and the

lMotor Vehlcle Department (MVD).

P

: When the Austln switeh accesses these data bases, the 11ne
over whlch the inquiry passes to the data,base is held in reserve. until
the response is constructed, and ‘then used to return the response from the
~data base. back to the Austln sw1tch 'f{ -] ,.‘e- , o e

v|_‘ -

' - - In. analy21ng this type- of "Holdlng“ operatlon, it is useful to .
treat the data base line facilities together ‘Wwith the data base facility
as a single system.. For example, Figure 7-20 shows ‘the” TCIC system as it
- appears- to the: Austin watch - The system. has a: characterlstlc mean .
waiting tlme, E(tW)s, a. mean ‘service tlme,.E(tS)s and a- utlllzatlon Ps,

where L B o _ S
- Elperc .. o e
T Ps ='f-f§-——— ECtS)s S s o T

T-46
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E(ﬁ)TClC ‘mean arrivals _per second of TCIC inquiries :

_ ~ Since there are tuo Iines available to the Austin switch for
service to the . TCIC, the system appears to the Austin switch as a dual I
_server: queue.. Thus,.the value for system utilization, Pg, is halved by
dividing the mean transaction arrival rate by 2, (see equation 3)

N ~

. The TCIC computer is also loaded by LIDR traffic ‘and traffic.;f
fram in-house DPS terminals used for file update purposes. ' Thus, the -
total number of telecommunication transactions per second at the data base

computer, E(n)cp, is. .

E(nCD) E(n)LIDR + E(n)TCIC + E(n)DPS

- . s

- = E(aCD) E(tSCD)

 where E(tSCD) is the mean serv*ce time per transaction of the IBM 370/155
single server data base computer. o P o o .

The total mean. queueing time for the TCIC system, E(tQ)TCIC,
"is equal to to the mean. system uaiting time plus the mean system service :
time, " . . ‘ e

E(tQ)TCIc E(tw)s + E(tS)s (12)

a From a system standpoint ‘the Austin switcher sees two . 2&00
,Baud lines available for service -to ‘the TCIC- system. Thus, from’ equation -

.
“

And the camputer utilization, from the telecommunications standpoint Pcn, “'.l LT

_3;3, the mean system waiting time for this dual server queue is’ given by,

- . &

t'E”(tW)s' -
L T
The mean

. .

E(tS)s

4 line

,. Note that there

-
. -

-

PSZE(tS)S N
1 - Pg2

(13)

service time in this equation, E(tS)s, consists of

the following camponents.; :

line transmission time to TCIC from the Austin switch

+ uait time at the TCIC computer for data base . service .

.*+ mean service time per transaction at’ the TCIC computer

transmission time back to the Austin switch

from the’TCIC

is no waiting time fOr ‘the line when a

response message is to be returned to the Austin switch from - the TCIC

=

- .

3

i ) . R

7-49
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Austin switch to the TCIC computer for input inquiries be E(tS)ATI._ Then;f“?

<-77-53, ¥6l. IIT

- . L 4

ponents of the above equation'are listed in the
fbllowing paragraphs.) E - o :

*.

Let the line transmission time, (service time), from the

[P B - - g i v . .

»}*‘ 0 (L(m) TCIC IN + OH) Be
. . E(tS)ATI = - E + PAUSE . L N
where S I _ ot e A B
_xfsi‘ - "L(m) ‘'TCIC IN =.average message length of a TCIC input message,g-
' T v . .A' V'. . - . (inqu;LI“Y). - . “' _' IR - _ N . - - -
S G . o o . R - - -
OH.b U e = message overhead characters e '
s . o : ' 3
~ Ue o = bits per haracter . - . L
- C = 1ine capacity in-Bauds _ e
PAUSE = total pause time ‘per message due to modem turn L
R ' ' around time, etc.. L Cs L -uf't,

: The waiting time at the TCIC computer: fbrra TCIC transaction.ﬁ?'f‘ﬁF
is calculated by considering the probabilities that, either another TCIC. - »«ji
transaction is in front of ‘it, an- LIDR transaction is in front of it or: avg S

- DPS in-house terminal transdction. is inm front of it, and/or-all E ®. ”,.",

',combinations of these possibilities exist. This anaIysis indicates that

in the worst case, the wait time, E(tW)mIc, for a.'TCIC, transaction An-the -

TCIC computer can: be approximated by, = - o ' o p_?i»_, n,_4¢¥: 5
| o E(tH) TcIC E(tégD)x PCD x1 1 :.i"' i 6‘5)
uherezpcp.é TCIC<computer utilization ;" : :T--',-.' ‘;_ i“:[HiL,":::<;e} .
| ; E(tS)cD Mean transaction service time gf the TCiC{computer‘f:' B

. 'Since the value fbr Pcp cannot exceedr1; the. multrplicabive A ;

factor of 1.1 suggests ‘tHat “the waiting time for TCIC 8ervice for a TCIC;-ﬂ?

»-transaction after' it has arrived at the TCIC computer will never exceed.
" one TCIC computer mean service time plus 10% of one mean serv1ce time on-lgfm;**

the average. , . L _ L ; N ,;,"-,, . TS
e v P : STy,
L This finding is not unreasonable con31der$ﬁg’that the- single T
LIDR and the two individual TCIC lines from the Austin switch are. "held", . .
as described above, so. that queuing .is limited at thegTCIC-computer.,_ ¥~' o
- .Further, LIDR and TCIC: inquiries enjoy a non-preemptive priority interrupt ’
» over: DPS in-hcuse terminal messages‘ -l el ; Ji B

YN

- T A



77-53, Vol. III B

N
}.
-
-

The mean service time per- transaction at the TCIC computer R

| was agrived at by‘analyzing software statistics which provided mean$

of- determining total. computer and disc time devoted to telecommunications '

-~ and- a measure of total transactions over a given period. The mean
service time per transaction fbr the TCIC computer has been determined
x to be 394 milliseconds.’W . : .

; Line transmission time, E(tS)A-m, for an output from the TCIC

Jf_ to the Austin Switch is given by: o _ o

T (Lmy TeIC out 4 oa) sc o .

- ,E(tS)ATO = — — : PAUSE L (15)»
'.-//*' o, The terms in this equation are identical to those 'in equation

"16 with-the exception of the average message 1length, L(m) TCIC out, which
"is the average. message length of a TCIC response moving from the TCIC
= _computer to the Austin switch. e ) : -
L We can now construct an equation for the mean service time for
a transaction to the TCIC from the Austin switch as the system appears to
the Austin switch. Using equations 14, 15 and 16 and a knowledge of the .
_»computer mean service time, E(tSCD), the.equation for system/mean service-'
E(tS)s =.ECES)ATT + E(£SCD) X Pcp X 1.1 ) ) |
N (17 e
' 4-E(tSCD) + E(tS)ATQ o SRS L

" ied
.

Now, substituting eqyation 13 into equation 12 the desired
expression for-total queue time, or response time, rE(tQ)TCIC, for the
TCIC system as~it appears to the Austin switch becomes, -

N .

ek T T , S . _ ’
' L psz 'E(‘tS)S- L T, ,e .o
E(tQ)TCIC = ————— + E(tS)s - .: o . . W(18). -
e TR 1 - ps2 R & _ _
R E(n) X E(tS) S -
where Ps = _—__EEEEE ' ._s -
and E(n)TCIC = the mean arrivals per second of TCIC inquiries.»f
oo e Equation 18 is used to analyze TCIC turn—around time from the

Austin switch in the analyses carried out in Section 11 of - this report.
. For the remainder: og the network, that is, from- multidrops to the Austin
switch and back the fbllowing .equation is applicable._ - : Lo

-

The. total response time equation for a terminal whose multidrop'

is connected o the Austin switch is..¢

- P _‘- . 4 . . ) e .
. - S e PR . .

e T ;E(tr)f=_ -E-'E(tpoiliisfs(twnz) + E(tSM2) -9y

.S'

7_51 L :,_-' o R

) . r:t), .
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’ s? E(£SYs .
: + E(tQAs), + L2 T4 E(eS)s
- T - e .‘., - psz ’ B ;-\
o T . E(tQAS) +‘E(th15‘+ ECtsM1) & '.‘ s~

~, ...

. f.?, _where E(tQAS) = mean queue time. for the Austln sw1tch and
other terms are as they are presented ln eqdatlon 18. o

‘The response’” ‘time for termlnals multldropped from the Garland:=

‘for San Antonlo sw1tches would include addltlonal terms accounting for
. remote ‘switcher queues and -interregion line -queues i. ew, E(tWRI1), —
n(tsRI1), E(twR0O1), and E(tSRO1). ~ - > _ L e '

_ "”"7 ' Thus far, ‘we - have developed an equatlon for the treatment of
‘TCIC data base inquiries and responses. A sxmllar set of equatLons must :

£ pe. developed to treat LIDR and MVD trafflc.

- ' 2 - -

-'~f‘ L In the: case -of the LIDR data basei_a single llne,prcvrdes L

serv1ce‘for message flow between the Austin sw1tch and' the “data base. For.

- this .system, as fdr the MVD swstem, a sllghtly different set of equations
will apply-. Eor -each of .these systems, as for the TCIC system, there w111

'~ be a system queue time, that is, a system wait . time® plus a system serv1ce

" time. In the discussion. of the TCIC systenm, we simply‘usedbthe subscrapt

S, to' denote the system.  Let us now. expand our terminology for clarity. by -

==
» .

-using the following : term3°’ . . %

- ‘_

' o o . o ' C o .
,E(tQ)ST,~'system queue-time for the TCIC system - ) - al

_system queue time for-the LIDR system

. CE(tQ)sp

: o . .o " v Pos : - . . s
- E(tQ)sM = system queue time for the MVD system

°

R L . Each of these systems has a walt tlme and a service time as
viewed from the standpornt of the Austln sthch ‘SO that;-we may write.

E(tQ)sT = E(th)ST +'E(tS)ST s LT " (20)

E(tQ)sI = E(tW)ST + E(tS)ST o - - . 21y

E(tQ)SM = E(tW)SM + E(tS)SM ;" - - .Lt . : ' (22).;
l.’- - For the LIDR system, we have a single llne whlch conpetes

for data base service with the. TCIC llnes and. the in- .house DPS terminals. -

The LIDR system appears as.a- single server gueue to the Austlﬁ’sw1tch
with a mean service time E(tS)sy and a ‘system utilization-of.psy.
Therefore, the mean walt t1me for this; system E(tW)SI, ‘is

-

PST E(tS)SI

-y .

1< Psy

&

'
+
-

+

s RO

- . L . ) R
“:E(tW)51'=r A T o R (23) . °
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. : where pSI = E(n)LIDR b E(tS)SI, o - = -

The value for E(ts)SI is the sum of the following components:

E(tS)SI = line transmission time to LIDR data base’
-+ wait time at_ the data base computer for service

L - 4 mean -service “time-for the transaction at the data
T - ' base. camputer .

+ line transmission time back -to the Austin Switech
from the .data base computér.

- Let fhe line transmission time, (serv1ce time), from the
—— Austin- switc._to ‘the LIDR-data-base.- computenmfor input inquiries. bem._a_mm,ma,m

E(tS)arr. Then .

~ (L(m) LIDR IN + OH)Bg - | o
E(tS)arT = - S : + PAUSE -~ ~(24)
Where.all terms are .as they appear in equation 16 and L(m)
LIDR IN is the average message length for a LIDR inquiry- -

a2
..

' * : .The waiting time of the data base computer is calculated by
considering delay times for each possible combination of TCIC, LIDR, and
DPS in-house terminal messages, weighting these by their probability of

- ‘occurrence, and. summing these ‘weighted probabilities. . The procedure - -

.+ follows that carried out for the TCIC system earlier. For' the LIDR, this _
analysis indicates that the wait time, E(tW) LIDR, for service for .an LIDR -

. inquiry in the data base computer is a function of - PCD and can simply be ... .
e written as:, B _ L o . A e e~

,

~

E(tW)LIDR = E(tS)cn X-PCp, e (25)

The mean. serv1ce time for the data - base eomputer E(tQ)CD of
39& mi’liseconds 1s, of course, also employed here. . '

. - Line transmission time, E(tS)AIO, for an output from the data
: base to the Austin switch yis: o . e .

ot S (L(m) LTDR OUT + OH)Bs T s
A _E(tS)AIO =. — = ———— =~ + PAUSE - - - (26) .

T ’ - : : ) L3 - - . . .
o,

f.‘ "~ where terms are as they appear in equation 16 and L(m)(LIDR)OUTV
' :lS the average message léhgth for an LIDR output response message.' . :

-
~

Equations 24 25 and 26 are combined to give an expresSion fa;'

. . - -~
- B -

. ;for-LIDH'meag4§?rv1ce time as 1t appgars to the Austin sW1tch.\o e
.- N . - - ) ’ e 4 . L o i N -— '_ -

) oo s(tS)SI = E(tS)AIE-+ E(tSCD) X pcp + E(TSGD) xu\~3 T .
. o - S E(tS)AIo o , SR e R s
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Now, substituting equation 23 into equation 21, the desired »
. expression for total queue time, or response time, E(tQ)LlDRr for the * |
LIDR data base system as 1t appears to the Austin sw1tch becomes;

. PSI E(tW)SI . . .
E(tQ)LID_R = - ; -"pSI _ + E(tS)SI ) - (28)

Equation 28 1s used to carry but the LIDR analyses presented
‘in Sectlon 11.

3

For "the MVD, we have two lines. providing service to the
MVD data base, which lS separate from the TCIC/LIDR data base, (see
Figure 7-19)

This system is analyzed in a 31m11ar ‘way as the TCIC and

"LIDR systems ‘above. For the dual server MVD system queue as 1t appears
to the Austin switch, the wmean waltlng time, E(tW)SM, is, - :

Bl sy = ——— B ' (29
2 L ,
. E(n)qyp  E(tS)sM o R
waere Pgu = ————— X ——— R .

) 2 1L o | R

and Zlalmyp = Arr1v=l rate of TLETS trafflc

The equation for E(tS)gym follows the ratlonale developed for
the TCIC and LIDR systems above. Thus

-

:E(tS)SM = E(tS)AMI + E(tW)MVD + E(tS)cM S (30)
) ' “u + E(tS R R . .
- ’ { )AMO B R | N

. where S T - : v o

- E(ES) Mt :”Iiﬁe‘tfansﬁiSSionftime ‘to.the MVD data base

o t-ﬂ}* -f\f;-‘f\E(t@)MvD:z wait time at the MVD ‘data base computer

S " .  foriservice. .

S _'f" 'f“*g E(tSJCM f .mean serv1ce tlme per transactlon at the .
“ R MVD computer ST T s N e, s
LTer e - .- . S R

. . : . - _. 9. ) g - iy
_ o -_“f E E(tS)AMO =.line. transm1331on t1me from the MVD- data base
v __).,;_, . to the Austin swltdh. e,

- /: For ‘the MVD system, the wait time for serv;ce for a
transactlon at the  MVD computer, E(tW)MVD,'must consider the: fact that o
.agencies - other ‘than those associated with th~ TLETS network also use - the T
MVD data base._ TLETD, howeyer, has non—preaf;vlve 1nterrupt prlorlty over )

- !t' . . o - . ’ I L. —- . -c_ A

> =i -;,.' © e e -; 1l Le T s - & - . : L .
- - £ . T - -~ . L - . . - . - . v i,
B} e ® « o e > AL ) N . . ) - wo « o
. SR PR . y o~ e - . .o R
. T 7_54"#:3_. RE . T T - eI . N )
- - LA ) ‘iu: “ =i - L. S S e .. L.
. S : . v R, v L N
,a- Tt Poided by ERG 3 - N R e - &7, oo s D . T
‘ T L. 5 e el -, C e oL
N~ f

Y - . . P . . . :
.- P R . . L. o
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other users. -To treat this case, we consider the total arrival rate of

- telecommunications messages at the MVD data base to be conprised of TLETS .
MVD- inquiries, E(n)myp, and "other" arrivals at a rate of E(n)Mo. Thus,
the total arrival rate of messages E(n)MT, is given by

E(n)MT = E(n)MVD + E(n)MD

Therefore, utilization_of the MVD data base due to TLETS _ .
traffic, pML’ is i - -

PrL = E(n)yvp X E(tS)em -

and the utlllzation due to "cher" trafflc, ﬁO; is

-, ' pMO ? E(D)MO X:E(tS)CM j;; - ,“mi_wbh _uewm~~"m;m~~m

o ' So that the total utllizatlon of the MVD data base computer
'due to telecommunications trafflc, PcM, is - s
'PCM PML + PMo ‘.“ L _ﬁ' | f“ L

: Under these condltlons the mean walting tlme for a TLETS -
MVD 1nqu1ry at the MVD- data base computer 1s,
T _ - o CM E(tS)CM R : o . ':’ _ o s
jsctmm-s : T (31,
. T - pm‘ T o . 2 . . - . .—\. .-‘_‘

. : S ’

e '//f; The" mean 'service time for t&e MVD - 370/155 computer - per
transactlon is 31m11ar to the TCIC/LIDR data base computer, i. e., -394
mllllseconds. K _ . v .

i Thus, the total system mean ‘queueing time, E(tQ)MVDr for MVD .
~data base system as it appears to the Austln sw1tch is - . o
- - PZSM E(tS)gy - . _‘; L - d.', ‘///a '
E(tQ)Myp = : 53 + E(tS)gym _ L ‘(32)
' - M , : )
Equatlon 32 1s used -in the analyses of the MVD system carrled
,out in Sectlon 11. . . -

Sample Calculation . AR A .

. . -"

By way of example, let us cOnsxder the total mean response

'tlme for a terminal_ connected to the Garland switcher into. the TCIC system
~and back to .the termlnal Bn this sample calculation we shall ‘use TLETS
»'c1rcu1t 4 out.of Garlan S5 Baud multidropped line w1th 10+ termlnals.
1The communlcatlon pa /1s over “tHe multldropped line, through the Garland
. sw1tch over a dual.server set o ‘interregion llnes,.through the- Austin
-ﬁsw1tch ‘through the TCIC system as it appears to the Ausﬁln .switch and

back through each component to the 1nqu1r1ng term1na1 .

FER

"The equat;on components are shown‘innTable 7f6.' ' h," ) N

) : . . 'S WP ST ' - )
- T - . o _ ot c o . ; R _.C- ) T . - L
;(ﬁ_{. 5;;'1, 4:,;‘;.1‘257755"2‘: 'F{fﬁ.,_ o ‘f_;_.

- - ) K -~ e . T -~
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o Table 7-6. 'Equatidh_cbmponents '
. . ' Equation Component . | Meaning
M-1 | o o : : - -
E(tr) = [A——] E(tpoll) + E(tWM2).+ E(tSM2) . ' Wait on multidrop- for
_ 2 o service (priority 2,

input) plus service

time on multidrop to
. Garland switch
Moo R R St - : . .
+ E(tQ)cR . | : - . Wait plus service time

e S s s e st -Garland -switeh-Tfor -

TCIC input message

+ B(tQ)ﬁI - . B S - Wait plus service time
' SR ' - .+ for dual.server inter-.

) reglon lines - input.
.message - one prlority

- » . | -

+ E(tQca - o " Wait plus service. time .
. ' ' at Austin switch for
input message

“+ E(tQ)rcic . R S : Wait plus service time
. : o ' . _ s for TCIC system as.it
e , - v o . . appears to Austin
‘ . switeh

o+ E(ﬁQJCA'_' - S - T Wait plus;sefviéeftime
o R C T through Austin switch .
e T . RIS " for,output message '

“+ E(tQ)Ro . o - .. . Rait: plus service time
: o i T ,fqg dual serfer inter-
] L ] : : : " region lines - Jutput
. | : , _ L message‘- one-priority
+ E(tQ)CR - o I ~Wait plus serv1ce time
Y C o .+ . Yat Garland “SWitch:for
o ’ TCIC output message

T e B(eMY) o T T T S Wait plus service time

» S e T S . for output méssage A

- . o e . . - .. onto multldrop line -

. A SR B S0 i (priority 1, i.e., | -
LS e T e ﬁvf , .7 output over input)
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The sample calculation presented here makes use of numerical values
listed in Table 7-7.
o

The equatiqn components of Table 7-6 then become;

-1 ' -1 ‘P(J‘H,-Uc | . -
.E(tpoll) = ] ‘ -+ PPSEM| = - 3.15 sec
2. 2. Ca | )

-

8 s T em E(tSM2) . . -
L E(tWwM2) = = g 5.9 sec
' . -~ (1-em1) - (1-emT-em2)

. S e (Lm2 + OH) Uc L . o
e _E(tsM2) = — + MPSEM, H#mm;m,'M_MMH15m§ec_mmTﬂ;;W
-A» N ' m ) ) - —u\

‘ . E(tS)CR . o - 8 ,
E(tQ)CR = ——m4m7M— =~ . .- ., 0.35 sec
. . - 1—pcR‘ - ’ ) ':_ . - PR . . ..

ot

- " L . E(tS)RI . o o .
S e L 1=-PRI- : L

o ST E(tS)CA ST : -
R N E(tQ)CA = —4M— = = S e ' 0.86 sec
) ’ : T : 1- pCA . . ’ :' B . . oL

¢ AT . -

pST E(tS)ST . . .~ . . < . '
E(tQ) ICIC = T + E(tS)ST = Lo 2.1 sec .

E{tQ)CA = See Above = o : o _f--0.86-sec
E(tS)RO. . I

E(tQ)RO = ——07 —— = o . 0.9 sec
1-prROZ -. RT . NC

fE(tQ)CR$=’SEe'Above-z"f' ; ‘ 4-;"3 ';. ”i J_O:35l§ec'>j:

e pm BCESIMT o e DT T e
- - E(tWMT) = = e . E ‘—_ - u'? s-ec
Rt T am ey T | - see

f‘ 7 o (Lml+ OH) Ue . . . ialoo .
T : - (E(tsM1) = . Cm . + MPSEM = . -~ .. 22.1F sec
L N o R . '_ P m. ) "‘ ‘ e . N ) “‘» .',. ) ‘ . ] A

B

<, Thus the tofal response t;me, E(tR) in this sample éalculatipn'is-the,suﬁ'
e of the above terms. _ . Vﬁ4‘? S e T T T
+ E(tR). = 57.1 'sec T _ o

17f$7 ':23  ;7
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-Sample'Calcalation Input Values

Meaning

Value

. POH

PPSEM

L MPsEM T

OH

Ue

Lo
i E(nM1Y)

iE(nmz)

E(Q)CRJQ

- E(tS)CR . ~
. y N

Number of terminals on multidrop

Line capacity of multidrop

Total lihe tmrn around time for

a poll

a message

Message overhead on multidrop

Units per character on multidrop

Outpuq average message length
to muytldrop -tprlorlty 1

Arr1Va1 ‘rate of output messages
.to multldrop :

Arrlval ‘rate of 1nput messages

from mult

Mean service tlme of Garland

Sw1tcher

' Polling overhead

1drop

“Total line turn around time for

“Input average message length from- -
'multidrop-— priority 2 .

‘ Overall average message length
: on multldrop

' Total arrival rate of messages at

Garland Switcher .

Llne capac;ty of 1nterreglon llnes‘b

Average message length. of messages
" from Garlamd Sw1tcher to: Austln
Swﬁtcher

~

Total line turn around time per
message on 1nterreglon llnes '

0.4 sec

134 char

3

10
75 Baud
3 char

0.4 sec

12 char

7.5 Eit/chaﬁj

134 char

208 char

177_char _

. 0.006/sec
’ . T8

Y

'0.00S/see

© 0.300 sec_

P st

Y
-

"OQS,sec»'.

“ 2400 Baud

0.056 sec. -
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Sample Caleulation Input Values (gontinuation'T)

Table T7-7.
.d . -
Term ‘Meaning : : " Value
LmRO Average message'length_ofﬁmessaées ’ 208 :char
- " from Austin Switcher to Garland . .
Switcher .
E(n)RI Rate of message flow from Garland 0.2/sec
to Austin ' . : » ‘
E(n)RO" -Rate of message flow from Austln 0.22/sec
_ to Garland ' :
UcR Unlts per character on hlgh speed . 8 blts/char
7 v lines =
E(tS)CA Mean service. tlme of Austin . 0.400 sec
: Switcher ' ’ o .
'E(n)CA' .Totar arrival rate of messages at -~ 1.34/s¢c
Austln Switcher ‘ : e
) CAT Llne capa01ty for llnes between .- - 2300 Baud -
_Austln Switcher and Tcic ' : a
“"OHH / Overhead characters on" hlgh speed ' ..13 char
' e lines :7_ s . o . BEC
K‘Total 11ne turn:around. tlme per' . f;0.032 sec |
message on TtIC lizes ‘ - '
N Average message lengun>of o . . 183 char
messages from Austln Sw1tcher to T
TCIC :
LmATO Average message length of messages ~ 168. char
from TCIC' to Austin Sw1tcher ) _ SR
E(tS)CD .. Mean service time of TCIC computer . 0.800°sec -~
o o (data base computer} : S -
E(nT3 Arrival rate.of messages to’ TCIC _0.237Sec L
- ) ‘ data base : S e :
E(nI) : Arrlval rate- of messages to LDIR C "0112/secﬂl
' . data base . x S
ST HE(hTJ_s - Arrlval rate of transactlons from o d1;27/sec;d

'DPS 1n-house termznals
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SECTION 8 B

A STACOM/TEXAS NETWORK STUDIES

-

STACOM/TEXAS Network Studies consist of examining five '
. optional network configurations, and the 'execution of three additional

network studies.' _7' _ X

Options 1, 2 and 3 investigate potential cost savings in. ~_
trading off network line costs with regional switcher costs. Opticns 4
and 5 examine cost fradeoffs between construction of a separate’ network to
accommodate predicted growth in New Data Type traffic, and the integration:
of New Data Type criminal Justice traffic uith TLETS traffic into a single

network. —

wu-"_l_i_.__i_m_lhree additional.network_studies consider- _(1)_network cost_
increases 'as terminal mean response . times are decreased (2) the impact on
network ¢ost and performance due to ‘adding digitized classified
-fingerprints as a data 'type, and (3) the relative difference. in network
costs: between maintaining and abandoning network line service oriented
toward the existing regional Councils of. Government. : : - ¢

s

The fbllowing paragrapﬁ discuss these studies in more detail.
8.1 S OPTIONS 1 THROUGH 3

. As the number of regional switchers serving terminals within
their regions is increased, total network line costs may- be ‘expected to.
decrease due to the fact that total’ network line. length has- decreased._
The placement of additional regional switchers, however, imposes an-.
additional network cost’ Hhich may or’ may not offset cost savings due to_
decreased line lengths. . . _

‘ !? Options 1 through 3 seek to understand the effects of the
plaoement of regional switéhers throughout ‘the State of Texas on’ costsr

. Option 1‘con ders the use of a single regional switcher
1ocated in Austin. : :

-

v Option 2 analyzes the use of two regional switchers. One
switcher is located in Austin ‘and the second switcher is located in one of
four different. cities in an attempt. to- search for a minimum cost two ' )
- region configuration. The four locations considered were restricted to
the major candidate cities of Dallas, Midland Lubbodk and Amarillo.

¥ .

' - Option 3 considers costing effects of the use of three
regional switchers. Two of the :switchers are located in Austin and Dallas
respectively and the ‘location of ‘the third is varied from. Hbuston, L
Midland, lubbock? Amarillo and. San' Antonio. The San. Antonic location is
included to provide a comparison of optimized networks ‘with an optimized
network with switchers located as they are in the present TLETS system.

-~

v
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8.2 : 'oPrzdns-u AND .5

‘ - The New Data Type traffic communication requirements
can either be met by constructing a separate: network dedicated to these
needs or by integrating this traffic flow with the TLETS Network

Option L considers cost totals for-operating separate networks
-for the TLETS System and the New Data Types. .

: Option 5 considers total costs for meeting traffic
: requireménts of both TLETS and New Data Types in a Single integrated

. network.

- <

In both cases, the TLETS network considered will be the least
cost network identified from the - studies of Options 1 through 3

. .
- e —————— e i ) s e —

.8.3 COST SENSITIVITY TO RESPONSE TIME o ' : ix
A study deSigned to clarify the extent to which totaI ‘network

costs increase as terminal response times are reduced is to be carried

out. As response times are reduced from the 9 second goal spec1fied in

the STACOM/TEXAS Functional Requirement, networks will be called for that
" drop fewer terminals on given multidrops hence,; reguire more lines.

Higher speed lines may also be required as response time requirements are-
' made more stringent. These factors will tend to increase overall network

costs.» A 2

[ .

-~

B This study Wlll determine the extent of cost increases @s a
function of decreasing network response times for the least cost TLETS
. network that results from studies of Options 1 through 3. .

8.4 IMPACT. OF ADDING FINGERPRINTS‘AS A‘DATﬁﬁﬁkPE
Estimates of fingerprint traffic in Texas assume the use of

_ automated digital classifying equipment at strategic locations throughout
the state.  The. potential impacts of the addition of such-data types to

the TLETS Network in terms of cost and performance are a matter of inter-rt'

est. From the performance standpoint the principal conSideration is the
extent to which the addition of fingerprint data may affect response time:
characteristics of higher priority officer safety type messages.

. This study determines - the extent of ‘'such impacts on the least
'cost TLETS Network .which develops from Options 1 through 3

-
4

85 Cdé.SERVICE‘STUDY- -

S Do _ In. the present TLETS system, multidropped lines prov1ding
serVice to agencies t.roughout the state are generally organized such that’
'single multidrop lines service agencies in jurisdictions of a. Single ’

;Council of. Government (COG)- : :

2255




77-53, Vol. III

4

' This study investigates the potential for line savings
if network multidropping is carried out without the restriction of
serving COG agencies on separate lines. '

The specifie COGs.considered in this study are shown in
Section 11 of this report Figure 11-4

o
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SECTION 9 . = =~ - Y

TEXAS NETWORK COST ANALYSIS

This section presents assumptions “and bases for costing

STACOM/TEXAS Network Optionss Total network costs are comprised of
. recurring costs and one-time installation costs. ‘Table 9-1 shows ‘the
basic cost 1tems considered and describes the meanihg of each item.- .

oo The costs considered here include the primary items that
affect rélative costs between network configurations involving different
numbers of switchers and different traffic types. Costs for required
-upgrades of ‘the central data bases in Austin and in the Austin Switcher
-are not included, since these costs are present to the same degree in all
.* of .the alternative network conf urations studied. -Detailed costing of -~
data base computer upgrades is ndt within the -scope .of the STACOM Stuoy

which is primarily oriented toward network “alternatives. Basic data
base computer performance requirements,,however, are treated in Section 12
of this reportw :

. . . The following paragraphs develop costing values for each item
llsted in Table Q=1. L N _

- -
'

9.1 LINE, MéDEM, "AND SERVICE TERMINAL COSTS
The line tariff structure used for costing “of lines, modems
and service terminals for the Texas computer network topology. runs was -
supplied by Southwestern Bell Telephone Company. Table  9-2 displays ;
o Table 9-1. Cost Items and Descriptions : .

S o On-Time. -,
‘Item . - 7. .- .-~ _Recurring Costs . i~ Installation Costs
Llnes, Modem ,{_ "Annual Tariff Costs . Modem and Servyice Term
Service Terffinals ' C L .- .-inal Installation
Terminals - Maintenance Costs = Purchase Costs -
Regional Switchers - Maintenance Costs - -~ Purchase Costs S
Switcher Floor Space - Regional Switcher - Regional Switcher Site | .
' Site Rental Costs Preparation -Costs
Switcher Backup Maintenance Costs Purchage- Costs .
‘Power : = - A
Switcher Personnel Regional Switcher . Not Applicable
) : Personnel Salaries-- L et
Engineering Not Applicable Network Procurement
o o - '  Costs,._. . -
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Table 9-2. . STACOM/%Exas Line Tariff ' RS

' S oo o ) o Service* . &§ﬂ
Line Cost/mi/mo _ __ . SR Terminals ~_~  Drop
. : . " Charge

Speed . : . . ...
(Baud) _IXC $ Telpak § Inst $ - Month $ \Inst $ Month $ Morith $

-

1200, 3.00 - 0.60. 50.. 00 22.00 - 10.00 - 15.00 . 10.00

2400 . *3.00 0.60 - .-100.00 ' 54.00 10.00-- - 15.00 - 10.00

4800 . .3.00 = 0.60 100. 00 _135;00 10.00° 15.00 - 10.00%
- #For TELPAK the term Channel Terminal is used "ifl'u

For IXC the term Connection Arrangement ls used

-

- }o

installation and monthly charges used. For 1200,<2400 and 4800 Baud lines
the -table shows costs per mile per month for the Inter eXchange -Charges
(IXC) when a non-TELPAK city is involved. The TELPAK column shows cost
‘per mile per month for connections between any two cities ‘in the:xs
inventory. Cities in the TELPAK inventory do not 'stay constant%ﬁw
periods of time, houever, for the purposes of this study, the "TKLY
. ecities listed in Table 9-3. were used. .

9.2 TERMINAL COSTS

. The State of Texas has recently procured replacement terminals.
for the TLETS system capable of operation at 1200 Baud and at higher
rates. It is planned that these terminals will be placed at user agencies
within the next few years. The ‘STACOM/ Texas- Network study assumes that
564 terminals will- be operational by 1978 and <ontinue operation through °
1985. Since the. 1ife of the system is greater than 3 years, it is assumed
that the cost effective policy of purchasing the terminals and carrying a

wjmonthly maintenance charge would’ be carried out :

. ,‘..

Lf'” 1" o ‘In this costing exercise, the unit cost per terminal is known

d

to be $8 847 and the annual maintenance charge is $1 260 ($105/month).

'-9.3 . REGIONAL SWITCHER COSTS - .

The purchase price for regional switchers now in use in the
TLETS system in Garland and San Antonio range between $320,000 and
$380 000. It is assumed that similar regional switching facilities would
be 1ncorporated in any future network making use of them. ' For simplicity
in network topology comparisons, a purchase price of $350, OOO is assumed-.

: The annual maintenance charge for reglonal sw1tchers is
estimated at $18, OOO (31, 500 per month) o=

e

Ly
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© Table 9-3.° Texas_Telpak‘Inventony'Used in . -
STACOM/Texas Study ‘ ' T

S | B ° _ ]
1. Abilene .. o 25. - Donna . Co 49. Pharr .-
2. Alpine 26. Edinburg. _~ S50.' Plainview
3. Amarillo ' 27.- “El Paso ' 51. Port Arthur
4. Angleton = - ~ 28.  Euless . . 52. Richmond
5. Arlington - -'- 29. Fort Stockton 53. Rusk ‘
6. .Atlanta = % . 30. Fort Worth = 54. San ,Angelo I \X{
#7. Austin S 31.  Galveston . 55. San Antonio Y
»-8. Beaumont 32. Gonzales . 56. Seguin -
‘" '9. Belton- 33. Greensville .57. Sherman
10. Big Spring . 34, Harlingen . . 58. Sweetwater
11. "Brenham 35. Houston . 59. Tahoka
12. -Bridge City 36. Huntsville 60. Temple o
“‘f_“13:““8rownsville>~“f'““~"37;”*Kilgore“**““;-“~_m61;**Terrellmjx»-*—~*_m'"'
14. Brownwood : 38. Killeen . 62. Texarkana
15. Bryan ' 39. Kingsville 63. Texas City B
- . 16. Canyon . 40. Laredo 64. Tyler 1
- 17. ‘Childress , 41. Longview .. 65. Vernon, .
-18. Colorado. 42. "Lubbock . -66. Victoria _
19. Commerce 43. Midland - .~ 67. Waco
.20. Conroe 44. ‘Mcallen @ = 68. Weslaco -
21. . Corpus Christi 45.  Mt. Pleasant 69. Wharton ° . -
'~ 22. _Corsicana a 46. Nacogdoches » T70. Wichita Falls
. 23. Dallas - W7. Odessa . 71~ Yoakum
24." Denton 3 ' 48. Paris _ R
< - PR Lo
¢ o s
*g.4 - REGIONAL SWITCHER FLOOR SPACE

It is.assumed that 1000 ft2 of floor space'is sufficient for
-housing a regional switcher facility including personnel. office space.
Fa01lity preparation costs are estimated at $30,000 per switcher facility.
These preparation costs  do not appear in cases where switchers 'are located
in Dallas or San Antonio. Monthly rental is estimated at $0.40 per ft2 so

“that monthly rental per switching facility is $400. _ _ '

\ : . . -
-

9.5 ~ SWITCHER BACKUP POWER ,

-

Unlnterruptable power supplies, (UPS),, are con31dered ‘necessary
at each regional switching facility to ensure commercial power continuity
during momentary power tran31ents as well_as over extended periods.

' Solid-state static 1nverter type UPS including a rectifier/
charger and autobypass switch are available at approximately:$i3,000 per,
unit. Batteries for the unit are estimated to cost $2,500, A gasoline
engine generator for use when lenkthy outages ocqur include’ weatherproof
. housings and auto transfer"switches ‘that’ operate when commerc1a1 power
_'f?1151 These ‘Units are priced at $4,500 each. . ] o -

.-
Il

. R .-'f-: | . AR IR
_ . 93¢ A BRI .
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y The total one-time purchase price for each installation e
is, therefore, $20,000. A maintenance contract for both the UPS and .
engine . generator is estimated at $500 per month. ~

~ . .
. . Cw \ e

9.6 . ENGINEERING COSTS . - -e L

-

Engineering costs associated with network, implementation were
estimated for single and multiple region configurations.. Table 9-Y4 'shows
manpower estimates in man-months for assumed engineering costs. The
values shown for the. single regjion separate New Data Network are reduced
with respect to other single region networks since the network is '
considerably smaller. Cost per man-month including overhead and benefits:'

ils estimated at $4,000. S - : . .

N . bl
\ur/ - PERSOhNEL COSTS \ L . T

S g gy e e e UL UV P —%,J et e e 1T

Regional sw1tch1ng facilltiee requlre superv1sory, prog::ammlngc )

-

and computer-operatlons personner'! This study assumes that’ each.regional -
switcher facility. requlres one . supervisor, two programmers and 31x , _-,f
computer operators. Two computer operators are provided per Shlft for , ¢

safety reasons so that at no time durlng a 24<hour day the fac111ty As - 7

-manned by one person alone. Table 9- 5 presents estimated salarles for

the required personnel. .- : . s

.8 COST SUMMARY °

Table G- 6 summarlzes recurring and one-time 1nstallatlon
costs developed 1n ‘this section for convenlent reference.

9.9 . TEXAS NETWORK IMELEMENTATION* ' -

. : 4
Tne networks presented in this section are des1gned to meet

TEXAS trafflc requirements through the year 1985. A cost analysis on the

',feas1b111ty of constructlng anr intermediate network to meet. 1981 traffic

" level requirements, and then upgrading this network in 1981 to neet_ 1985

trafflc level requirements, as .opposed to building a single network to.

.Ameet traffic requlrements through 1985, was carried out. It was found

that bulldlng a’'single ‘network now to meet 1985 traffic requirements would

* 'not 1nvolve additional costs over intermediate phas1ng of network

upgrades. A single exceptlon to this'rule occurs in the cases of %etworks
T

where New Data Types are 1nvolved (Options 4 and 5) . L

_ Growth 'in new data type traffic volumes from the present :
through 1985 is such that it is’ less costly to 1mp1ement~one network to
handle traffic volumes ‘up-to 1980 -and to then add to the network to meet.

trafflc demands from. 1981 through 1985. ‘
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-\ rable 9-4.

. Engineering Cost Es ix'11.‘=’~'1','e>'$"-~ (in man months)

N ~ - . -t - - r - '. - -{ . .- -,
o -l 3 T - x . - - A

- - T T ,1Reg:l./on_"z
. - o 2, 3 and 4 . “'New Data 1" Rey

Come

'Task .
. -

" Regions
P ?

Types~ . Oth

. *Network- Testing

B
H

Final Functiona_l Requirements .
" Switcher Design- Spec/RFP '
-Network Design Spec/RFP

- Switcher Facilities RFP
‘Switcher Procurement Monitor/

.. Network Procurement Monitor - .
“ . Facilities Procurement Monitor
. +'Switcher Test Plan. _' i

'Switch,e,r_ Testing™ - - ..
Network. Test Pla‘n_ g

.
'

- Documentation .
Supporting Analysis
User Operator's ManuaL

COONNNNORO &= & &N

' -Iqtallsl‘_- (Man'.ﬁon"bhé) E .

>

‘Approximate Cost at $4K/MM ($K)
. RIS _ [

- 230

a3

< ! e _l st ‘;'; - -
. ; - ST S - .
-~ - .- 2N s 2t S A N
: L - 3 R i
. S :\J LT "'-" .
- =L » i S
- P o ‘g — {.- . - -
. * . = - & -
. ‘ ' = - -
2 A 4 R - > T -
- _. : p .. E s .. . " he
: = o Table 9-5.¢ Personnel Costs SR . .
- . oy - - B - -
- S -7 - e }""*". £

- L

Pgrscanel . : No. Required

($K)

_Annual Sal ary

- Supeririébr e T 20 20
- Programmers - T2 / 18 - 36
: .,Operators R - =6 12 : .7
-~ R e . A
. Total. Personnel Annual’ Cost ;T B . $728K

r
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‘ Table 9-6. . Cost Summary by Item _
- g = - - )
- - N ] ._.F
s - . F . Annual . One-Tir
RS . Recurrlng Cost Instaliatior
. . R ' Per Unit . - Per Uni
Item- T (%K) ($X)
'Lines, Modems;.Sefvice See Tariffs and .7 See Tariffs
,;3Terminals T - . Costs; Tables 4-2, -~ Costs; Tabl
: : -4-=  and 4-4 4-3, and U4-
} -Termlnals' - 1.260 L N 8?&47_ . '
kegiohal Sw1tchers . 18.0 . e ' 350%0\'
Switcher Floor Space - h.8 e _ 30.0 ©
‘Switcher Backup Power - .6.0 - L T .20.0° - o
Switcher Personnel -~ 128.0 - - , .- _.None -
Engineering - : None R - - 7 50/130/230
S , ) . : ' ' See paragra
o ‘ _i For these reasons costs presented ln Sectlons 13 and
. v are based on the constructlon in 1978 of<networks that will acco
‘. predicted trafflc levels through 1985 with the exception of netw
- involving new. data txpes that are - phased as lndlcated.~ .
T, T - g\ - -'_'..
S o Thus,,TEXAS Networks ‘can be regarded as 1nvolv1ng co
-, & perlod of elght years.?.Therefore, total eight year costs inel-
1nstallatlon and recurrlng costs are’ used as a ba51s of network
cost- comparlsons-‘ e e Ee C T Lol
- "_‘v - - s - { - - -
. i J;'\”:: - :"-i = - = - -
.:. -;/-‘c'. = ) .. -_'} “ . SR < = - - .
A eEee o - S S
’ ..a- ::\'_' . ’ Q-a ) 7-—‘ : .' T --:
i Ry I O
L . gt i [_ ; 5 T . }}
- K . 26 ‘-> / - S E "
. ‘9_6 e i
> - - ‘-\ _*;;



L T 77-53, Vol. IXT e

T S T SECTION;QO R
L. Lo srAzonftEXAs NETWORK FUNCTIOMAL REQUIREMENTS A

. ; . . ] T N ‘;; _ | _‘f'df;

This section presents the FUnctional Requirements ﬁér
e Texas State Criminal Justice Telecommunications ({STACOM) Netwonk.a
'jdeveloped by‘the JPL/TEXAS STACOM Project Study..f~:;_f-t - .

—s -
: o The FUnctional Requirements document is . the top 1eve1_
specification and serves as a base for all lower level design ° spec
'ticns for the -totdl network, “inecluding: functional and. design speci
- tions of network elements. All subsequent documentation must ‘be -e-
tent with this specification. : N S

: - .This section provides a basic description of the Texas
"network definition of network elements, and defines the required

- " of: the total. ‘network: as well as the network elements. .The descrip
~ intended tc provide a succinct. overview .of network functions and ri
- ments. Further details related “to how the functional requirements
'shall be implemented shall be contained in- 1ater requests fbr propc

) The use of the .term STACOM Network refers to either a*-

network or a:- group- of netuorks that meet the functional requiremen

- outlined herein.n 7 _ ST . L

e L1040 L L NETWORK PURPOSE _j-; - ‘g:' Sl ;;*,ﬁ;uai=‘t i
P ‘ﬂg The purpose of the STACOM Network is to. prov1de effiCIE
telecommunications capable of transporting information between - Texs

_ criminal Justice agencies on a statewide scale and " to and - from"' spec

g,interstate criminal Jjustice agencies. Criminal. justiee agencies: a:

- agencies whose primary- functions encompass law enforcement, prosec:t

I defense, adjudication, ‘eorrections and pardon and\parole. .The :netw

Y ‘shall be designed to handle communication- equirements among these

agencies projected through the’ year 1985. : .

. - . - ) .
o/-—" . e c . e : - o — R . -
. - - o IR - 3 . 2 -

. - - T AR ST

-

10.2" 'STACOM USERS

i The STACOM Network shall be comprised of one orr more ne¢
serving user requirements, to be .determined during detailed network
analysis and design phases of the STACOM Project. Users shall cons
the present and future. . rs of the Texas Law Enforcement TelecommL
nications Systen, . (TLETS), and otherQauthorized criminal justice ag
within the Texas State Criminal JUStice System. . R

-

11b; /,7 NETHORK.GONFIGURATION DEFINITIONS o f!,ifﬂf"q

-

!

.

“The basic configuration of the STACOM Network is an arr
network system terminations connected through Regional Switching Ce
(RSC), facility(s\ to data<base facilities.;' .

- ST - - 4

-
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-

,, - A

s ‘\ : -y

;tas one of three types. =~ oo . _

- “o, . .. A
- - .- . . - . -

a. mdi'#r}dual ter'mlnals T -

A - i - . S ' Io.. . . - .-\--,... X ., . «/_(. “ .

e T by groupsfof-terminals.in’citieS‘ e ST e - <L

o L e T sy e e Co g Sl e 3‘ \
ti o

1ce systems

”’ﬁej inhterfaces'to?regipnsi'eriminalfg
'fﬁkﬁy ‘of . the’ system terminatlons w1th1n a network shail be able to commu—,z
. nicate 'with any other system termlnatlon._ Each system termlnatlon shall

. not be routed through more than one RSC in galnlng/access to the Austin’
'Y data bases, not. 1nclud1ng the Austln swltchlng facillty, durlng normal

'network operatlon. :

-
Tl - -

ésé%u- _i MESSAGE'CHARACTERISIiCS L »‘7-%.~“

'f 10 4 1 Dlgltal Message Types '.f[-.'qf;Q“'5;J1 '='gﬂ:k

» e The STACOM Network shall handle the followlng 51x baSlc types s
“_of_messages.- ST . u:- e e :

- :.'77='“_Q' e f,f;Data Flle Interrogatlons/Updates {:”;hi_f if"?fv Sl
aloiﬂi'i;, .‘:_;;‘_ These messages.shall be 1nqu1r1es, entrles, modlfiers,‘;sf'
N el P77 cancels, locates, clears*and responses to and. from a. :
¢t ev w70 . .data file at the state. or nat10na1 level E?Q_f?‘tffaff;;;
R P fls gener-ally in fJ.xed format., e Cwin
T e Y hanthistrativ SR S
s e Jg,,Admlnlstrat e Messages o - ) . ceT
. - - BN . -.. . ) - e &g e - N - . _\ -~ .
: i B 'n--;~fiThese are essages between network users whlch do not '
- S T if‘?'lnvolve ‘data file access—' “The .text.is in: a.le;fe
ST ',_[wJDestrlctlve format. : _Sf_t S \J _
o:u__ﬁNetwork Status g ‘ S R W
- N L -These messages shall prov1de 1nformatlon at termlnals
N T initiating messages in the event .that destination
e - o R terminals or intermediate switchers or. lines are: unable
e ..~ =7 to funection or speclflc flles or portlons of flles are.
- . ' not functlonal. - . . -

e  Error Messages i ' ;1:"
These messages shall contaln 1nformatlon regardlng the .
. , " nature. of . errors detected in transmitted messages.~;’;,;;5
[ Messages in which errors are detected are not oo
' automatically’ retransmltted on the network but~are re-'-k
sent at the. users d;scretlon.;-,» R S TR P :

B - ‘ '> e -. .. o S /— _\ - : : " . :‘:_' ST '_l';.» IR ~
e T T e e




: [Diagnbstic Messages o - ':__ L .2. . 'fk.ﬂrf
4 - .o § R L

R

' o
; ~_;j.Messages of a diagnostic nature shall be. inclufed with’
‘.'_-or shall accompany network status and error T-'essagesd‘a'
/t T .uhen feasible.‘ e e . - R
"“?;fﬂF'$¥Pf¥gTugammnu;n¥"'”“-1fff'i‘ . L . o
“ o 5ﬁ5 rg-:.Digitized represern tions of fingerprints shal be - "
N inclgded -on the STACOM Network - L

: :»fio.h;a.; Hessage ccntent r;"'::_f S L 'fa L .
o N Criminalfjmstice messages shall contain the fbllouing
infbrmation in known 1ocations~.';_, S :

.:digé '&1',~;f{;_l: Internal TLETé messages shall contain S
A < N T ‘1ijﬂj Message Origin | ;af ,‘;j iff 3 gt;_;;?€~..

DT u;él'. Message Type ‘-- . . dv -.; e

:.' e-fé7'f;51. External TLETS messages shall.eontaint -:}j;f;}f'

-ﬁ;t-gfrd-ii3ff;.ﬁ'ffji o Message Type' | .

o S i;fo‘zo_?Message Sequence Number

. -Ho 5.3 ;f*ﬂuessase‘Lengths-' . j".kf""~firﬁ'i*l e Eu_ R

PR '
-

- o Digital messages transmitted over the STACOM Network shall not .
.exceed 500 characters.in length. Actual messages exceeding 500. characters =
shall be ‘blocked in message segments which shall not exceed 500 characters

r“each. Multisegment messages .shall have -a single overall message.number
“+ and distinct message segment numbers.. Each - segment shall be transmitted as
‘a separate message. Personnel at destination terﬁinal(s) must reassemble

* the- overall message upon reception.

R bhltisegment fingerprint, multiSegment file update messages,
\f and other multisegment. messages whose' final destination is a computer’, or )
data base file, shall be reassembled by software at the destination point.

10.557?5i- NETWORK MESSAGE HANDLING uVj[‘;- - R
'10?5}15J.f! Message Routing : ‘ »__34 - :;"
: - ll%f{f' The STACOM Network shall ?rovide communications routing fbr
L all messages between any of 1ts system terminations. . .
D — . 10-3 2bu .l | L | “a%_-'.; .
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The followlng spec1f1c routlng capabllltles shall be prov1ded°
: .- '.9f, '-Data base 1nqulry/upda messages shall be routed from .
- .. .. .. the originating terminal. to the ‘Austin-data bases. R ,
D - . through no more’ than one intermediate Regional’ Switchlng e
T o - Center, not 1nclud1ng the Austin-switcher,’ under : -
R S - normal network operation. . ‘Interface - routlng to NLETS _
oo '__and the NCIC ‘shall be malngalned as in the present 7o
e Texas TLETS system-_;i': _ _ SRR “'Lf, :
T - R . - o~ . T N
B I T 'HAdmInlstratlve-messages shall ‘be routed from the'¢ o
U n '-';orlglnatlng terminal to’ the destination terminal- through
. ;a;_fno more: than two RSCs under normal network operatlon.,-h
B, '1'Adm1n1strat1ve m ssages shall alse have a capability for .
N ALL ‘POINTS routlng as currently employed by the Texas
s ; -’éfb’:TLETS system.;".% T R ~_‘H

3
B—

e -

(. L4

R S .Imgltlzed»fingerprlnts data shall be routed from the
.~ ’.”;u,fa;forlglnatlng'termlnal to the Identification: and Criminal

Ver T S .,Q;g;fﬁxﬁecords ‘Division of- DPS,;Austln, through no. more than '

I {?.“'ifftwo RSCs under normal network Operatlon.

C

: : Message routlng shall be accompllshed by the reglonal
'?sw1tcher(s) utilizing the destlnatlon 1nformatlon in the message. angle'
'jmessages destined for the samé.region in. ‘which ‘they, orlglnate shadl be
switched to the approprlate system termlnatlon by the reglonal sw1tcher -
serv1c1ng that reglon.1_i . <ot : ’
o Hhen more - than one system termlnatlon is. spec1f1ed as the
»_destlnatlon p01nt ‘the message “shall  first be routed to approprlate "STACOM
o Network Management who may exercise the option to grant message approval. :
W“The approprlate messages shall then be generated and transmltted -

_1-0'.'5.2- ? Message Prlorltlzatlon _
o~ R Prlorltlzatlon of messages shall be 1noorporated in the STACOM
Network to the extent- required to. meet the message response tlme goals
outllneé in paragraph 16=5. 3. T S .
' Messages shall be handled on a non;Breemptlve prlorlty bas1s-.'r
<In this scheme .messages or message ‘segments in process. of being e
. transmltted shall not be 1nterrupted but allowed to complete before :
hlgher prlorlty messages ‘are honored.,,_ : : . : o

-

. _ Under the above conditlons, the STACOM Network shall be
capable of recognlzlng and‘: handllng message types: in-accordance with the . 1uﬂ.ﬁﬂ
fOllowlng prlorltlzatlon°"*~~--4p . L l_',n;_H';uff._g?gaés*- R

- o ZIPrlorlty 1' Items that may be dlrectly related to\offlcer :
e L e f saﬁety, ‘such a8 inquiries ‘into - ICICf LIDR MVD»
O < LT and NCIC flles and NBETS messages ! 2

.A..--' - - : - K o R
. S - . PP . - e LT Lo .

.'vk'A.J__ - R IP S ) . R PP
ST . e, ' - ] 20,—, - ol T A FoleT R
A D P (O K®)] . Ce ST BT
5t PO aex L . . - - . - oo
A e IR , 10-4 R -
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- S s o o

Lol _'Priority 2. .Administrative messages related to officer safety
B R R “or tactical- needs, and CCH Summaries. e

- Y

.Prion'ity,3° Administrative messages not related to officer

S« .. . i{.._  safety, fingerprints, SJIS, OBTS, CCH Rap Sheets, = ' -

e ) . and other criminal justice data consisting of .
S N flarge numbers of message segments..,_‘ ._ ___.-_a_,..__ L

"»“ ( 'Ihe assignment of message types by the STACOM Network to a”

i given priorlty .level shall be’under computer software control so.that: 'such ..

assignments’ may be altered by S‘I‘ACOM Network Management as’ needs arise. -

T e

S e R - .- A R '_" . :l.- - . . - . ! -
Ce e . "?-;‘ : T o : :. T o T

- 105@ h: Response Time Goals “ f_" ‘. S ’ ¥
Response time for the STACOM Network is defined as the time

duration between the initiatiorr of’ a request for service of-an :.nquiry

_-message by the network at a system termination and the: time at which a -

- response is completed at the inquiring system termination. )

. ' . 'llhe response ~times shown below are maximum times f‘or ‘mean’ _

response times and E’Ca.~response times of messages 90% of the time... 'I'hese

-response’ times represent maximum allouable goal values on the STACOM

“.Network. - : A : T T A

e - . .
LN . . .-

C .5.4 - Line’ Protocol o i

FEEE - T . ) . . . L ‘,-

: The STACOM/IEXAS Network shall employ standard Bell 8A1 line '
pr tocol. All network. equipment shall ‘be - capable of convers:.on to Bell

. 8 protocol. _ :
| o Half duplex '_ : .-m”‘”‘ . ,_' 8 | _ |
| __3 | ‘e The standard interface to system terminations shall be
N . half duplex e . o
s . :7 Full dl_lp_llex_. o ) | -
e S sTAcoM Response »Iime‘-_gé.gls._ axsmums o ,

PRI

Sl "'_."'-_f; Messagep. " ‘Mean Response-ﬂ 901 of Responses to Inquiries
wv - oo Pridrity - Time = . _ Received in Less Than

: 1 * Y9 ‘sec e ETRIRIRERA 20 sec .
2 1 min ST . 2i3 min -
5oL L A3 2. hrs’ T 4.5 hrs -
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s - . - S - . .
. o - . . . . . . -

° id Full duplex line d1sclpline may only be used 1nter- - =
T fxirf-reglonally : . o ; ‘ ‘ o
N~ - - ™~ _ . :
1055 Message Goamng: v o= 0T el e

L _ A STACOM Network messages shall be coded u31ng the Amerlcanr 0
y,f;;Standard Code for Information Interchange (ASCII), USAS X3.4-1968. "7~ -“54-3~
ﬁgjﬂ-Messége coding for . interaction with. NCIC,.and :NLETS, systems shall conform o
L fto exlstlng practlces of the Texas TLETS Networku I T

<

f.10,5;§' - Error Detection ﬂ:;ﬂ :L'.'ff'f;' fj3f”f¢j_
: e The STACOM Network reglonal sw1tchers shall prov1de for b1t
error detectlon of erroneous messages., Error messages- shall'be;w
transmitted to. system terminat 1qns in. accordance with present practlces of
_‘the. Texas TLETS’ Network The computer shall detect format errors and’ '
transmission errors on incoming messages and notify: the sending termlnals
lapproprlately. The computer shall also | detect off-llne or- 1noperat1ve.r*’

‘_termlnals.

.-

_ L Messages shall not be automatlcally retransmltted upon error
detection. Messages may be retransmltted at the d1scretlon .of the . user.

1 10.5.7 Netuork Status MeSsages *‘_" »f: _ A R

IEE oo The STACOM Network shall prov1de for notlflcatlon to system
. termlnatlons of any condltlons which prevent operation in.the normal - -
specified manner. System termlnatlons shall receive such status message R

. upon attemptlng to use ‘the network when the network is in _a degraded mode.

. .Status messages shall include status. on conditions of criminal justice

7~files, portions ‘of. flles, computer and 11ne hardware d1ff1cult1es and

message queues, when. approprlate. .

L4 . : D - . .
.- - -

L £

"10.6 SYSTEM TERMINATIONS k
-él‘f .STACOM Network system termlnatlons hav1ng ‘interface capablllty

_ﬁyof 1200 to 2400 BPS shall interface with.the network using. half duplex
- protocol.' Termlnals shall have the capablllty of off-lzne construction oft
' input ‘messages : and fOr hard copy ‘production of received messages. »Term17[_~
nal prlnters shall " be capable of 1200 BPS operatlon. RSO R
: A H _
P . All termlnals shall be pollable, prov1de for parlty error':
_:detectlon, and employ - CRT display screens.ﬂ. , _

The number of system termlnatlons per multldtopped llne shall
s ot

,not exceed 20. _ S S RRARTT - N -

—"
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10T RE‘GIONAL SWITCHING CENTERS )
- S The STACOM/TEXAS Network shall be comprised of one Regional ’
Switching Center (RSC).with redundant data. bases. located: in Austin and up _
té four additional ‘RSCs without data bases. Regional Switching Centers T
shall, determine for each’ message: the",' o SRS
..- '—‘. -_‘-—a ‘ ‘ ;. '-;. | . .-. _-; Message type - o .. . ‘ < S L . LT e LS
e “5-;5:-Message destination“f~fﬂ,} -
- L a 'l‘;'—::.

PN

S e

Ly e e Message number

":fQT"ﬂj.NCIC Identifiers of sendins depaptment
fﬂi:}ffﬂtﬁ.zfﬁ:ﬁ-iézh_lfSending authorlty :t;}il3f3: ".:.ij.i?

-

—y The follow1ng'further describes the capabilities of each type

o™

'ff;?,io Tﬁl“' SWitchers Withoét Data Bases -{”J*SF_".'fi L Lo ﬂ .{. .

10 7 1 1 ommunication nterfaces An input communication g A
, line interface shall convert-incoming serial bit streams into. assembled _f-%
" characters -and furnish’ electrical interface for the modem and- logic '
"'required for conditioning. . RN R R
. _ X N
Lo An output communication line interface shall convert :
. characters into a bit stream.. It shall also provide’ ‘logic necessary to
condition ‘the modem for transmission<and furnish the necessary electrical .

terface. -?f; R usr_.?é‘_ S - L e
RSCs shall be- designed ‘to. handle either full or half duplex e
line protocols on any line interface.‘ _ T - :

'lb T7.1.2 Messgge AssemblyLDisassemblx A message assembly unit B :
shall assemble messages by deblocking the character stream. _, T s o
T,:gi S ST o : -

‘?H_- C & A message disassembly unit shall segregate messages nto -~ . G-
1ogical blocks for output.- If shall also q\sassemble the\blocks into a - - ’

character stream for: presentation to the communication line interface;/J,~j
_.’sf,;csﬁ;f"'?“,#f‘ Com e iﬁ_f;;ﬁef]-;ﬁj?ijﬁgr '
10.7:1.3. .- "Error Control. The error control fumction shall provide = =

error detection capahility and initiate error mess €8 in- accordance
with requirements outlined in Section 10.5. 6. Theagrror detection function

"is highly dispersed. Characterxparity;is most efficiently checked during _—
E: assembly of characters in the interface. Block parities are checked.
f”f- upon assembly of blocks. Additionally, all internal data transfers

shall require a parity check.‘;:gf _ : -;?ﬁ' o 7
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T procedures outllned 1n Sectlcn 10. 2. 2 1. °° _ _— : g_i

~,Jcompr1sed of the following. basic functlonS°_;_. _ 3- _ .

A

the messages) - e ‘ R L . -

77-53, Vol. III .- . = L ' .
10.7.1.4 MeSsage Coritrol and Routing | The message control and rout1ng )
function shall prov1de logic which éxamlnes the assembled messages, i
determines its prlorlty, destlnatlon, and - forms the approprlate p01nters
and .places them in the proper queue, (the p01nters are queued not

+

. - . S - 2

Message routlng shalY be performed by RSCs 1n accordance w1th

e

A -

: o UIn addltlon, thls functdon shall ma;ntaLn-netuork status "
1nformat10n for "the purposes of determlnlng avallablllty of alternate.
comnunlcation paths in degnaded ‘modes -of - operatlon. e . i‘x~\\
10 7. 1 5F" Queue Control - Th1s functlon shall prov1de buffer'and
_ queue 'storage used te assemble input messages, buffer then for output .

and to form space to queue the message p01nters..

h ) Regiqnal sw1tchers shall malntaln necessary queues for -each’
system termination ‘they’ service and for interregional trafflq. The ﬂ;

- Queues- shall hold messages that cannot.’ be sent 1mmed1ately due to 1li

:usage confllcts.' However, the regional sw1tchers shall not maintain a
long term store and forward capablllty. In the event -that queueé- space is

full, the ‘regional switcher shall not accept amy: more messages and- shalk.

- notlfy-the other switcher not to-accept messages dest1ned for the sw1tcher

~ .. . * ©

in: questlon. : .- _ - - s . . Lo
S . o y VA
Thig capablllty shall be provided through use of upper and

lower qieue thresholds specifiable by the regional switcher operator. CA1YL

rsystem terminations sending’ messages’ to the -regional sw1tcher which would
. demand queue spéce in excess of the upper°threshold shall. be-sent negative

'acknowledgement responses.

‘Once the upper. threshold has been exceeded, the
reglonal switcher 'shall- enter the input control mode (i.e., the" eglenal '

“switcher shall‘output only). Any request . for reglonal switcher erv1ce , )
"while-it is in the input control mode shall.result.in a wait ‘ac owledgement:»

belngﬁsent to. that system teﬁmlnatLon ~ The regional sw1tcher shall " ¢
stay’ id ‘the . lnput control mode untll the lower threshold 1s attalned. '

Queue control pfbcedures at the reg1%na1 sw1tchers shall be

. : P R = . -

. o Prov1de three 1ndependent queues*for each system T
termlnatlonfﬁg prlorlty as»requlred. : P

u\',' IR o 7 _ p/n. 7 . J e . ” [“

R S Dynamac queue management where a common core pdol is -
made avallable for queueing on an as-needed bastis. -

“

Y ef

Ed
. -

S . . : - ! ’ -
S ® o Queue overflow management as d1scussed above.
. - \’ - i N .

. ® 'Q~nProvide queue stat1st1cs for 1nput to stat1st1cs

e ’w‘{* R Ju_”gatherlng functlon, as dlscussed/ln Section 11.7.1. 7. .

. -

. . .
) © e

C:’l {/

-.-..__/L

-~

PR ] B . r—w- '. L ) 10_8 .-_ ) | l’ ——“ ) C B B . : ‘ - ‘..-.. .
—_ - \; ST - _ . L'- < \\ . e



10.7.1.6 -
the capability of controlling and ordering the flow of data between

the various message: Switchers. It also determines$ which line disclpline ‘

" Line Control, "The line control function shall provide N

o T7-53, vol. s 5 —

~is to..be used.

10.7.1:7

Network' Statistics. ThehSTACOM Network shall be capable

?ull duplex, half-duplex, polled or contention lineJ
’discipline capabilities shall be possible. D

o -
-~
9

of .collecting statistieal data fundamental. to the continued efficient

below1ng statistics. . e )

n’

: . Thé “STACOM Network shall be capable of collecting the:c.
'fbllowing statistical data- s . S

'4'use of traffic level prediction -and.. network design tools developed
by the STACOM Project.A_. * S __:,_ Lo _;_ : -..5 b

A . . -
b

r*'Number of messages by message type received from-each
_.system terminatiOn at State Data Bases.a, __,__: S

--Number of- messages by message type sent to each system

’termination from -State "Data Bases. T

'Average message lengths by message type received at

'State Data . Bases.»,

»Average message. lengths by message type sent f‘rom State
.Data Bases. - y :

-]

The STACOM Network shall provide for periodlc sampling of the

.

. Percent of “HITS",and “NO-HITS“'on each data base type.

- B
.7

termination..'j/-g///

: Average waiting'fimes of input messages at sw1tch1ng and
data base computers for.CPU service. -

o
r

:fAverage wa{ting times of. output messages at switching
. .and - data base computers for output lines after CPU .

L4

service. A i . - .-
) SRR oo A
',Average CBU service. time per message at switching and
. data base computers.i__,.;; TR -ﬁ_. _ o
;- 9 S . ' _‘_;4 R - .

"{Tbtal number of messages received each hour at thf State'

'Data Bases. - PR L

<‘Tbta1 response time for data.base iﬁ?%rrogatiors/updates"
~vof selected system terminations. = S ..

_Al ﬂ::.fsh'f:' - \7/ .if?;i;:;:l-il ',..-:

~ .Origin-Destination message volumes«by system. ‘h..‘;.a'.;-_

N
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L, 10.7.1.8 Oggrator Interface. The reglonal sw1tcher shall prov1de
* V' \means of interfacing with the’ operator._ This- interface shall be used

to. control and monltor‘thegreglonal ‘switcher. and its network. The

<

-
!
Iz
i

folloWlng functlons are to be prov1ded- R R L -3
3 ) SR B '
- e The reglonal sw1tcher ‘'shall prov1de a set of commands

: for the purpose ‘of. communlcatlng w1th the operator.

-t . B Yo« . -

f‘o";c?The reglonal sw1tcher shall prov1de means of outputtlng
. . .. " _data to the operator at- aorate of at leas* 30 characters
Ly Lo per: second.-.ﬂ s ___\; e o i
-°t;f§'r-f~ ;b:vf'o-'J'tThe reglonal sw1tcher shall prov1de means of acceptlng

‘.mﬁoperator control 1nput.

T o j,The reglonal sw1toher shall provide high" speed data

. output capablllty. This data- output capablllty shall
) ) -not. be- less than 300 llnes per- mlnute.f A 11ne shalf
';;,’;/‘a'jﬁ~have 132 characters. : .

] ; . <
- - oL - . " ] N - - . : .

- T e - - ~ . -

‘10 F. 1'9"h Fault Isolatlon Reglonal Sw1tch1ng facilities shall be

equlpped “to- rapldly isolate - network componen$ faults to the. level of -
' -llnes modems, communlcatlon front ends and swltchlng computers.
@ SRR "'fé?.?;,*gﬁ . s T
"10.7.1.10 = Switchers .with -Data Base. RSCs with data'bas; capablllty
“employ the addltlonal functlon of providing file search 3nd . update
capablllty._ ‘This- functlon involves receiving messages from/the .8witchers
‘message control and routlng function (see- 10.2.4.1.), and placlng -their
inters 1n .queue by - prlorlty for‘ access to data. base flles. ~ Upon ..
f.completlon of data base access, messagestare returned to the message"'
'control and routlng functlon 1n preparatlon for output. N

- R

RCSs wlth data bases shall malntain redundant data. base ’ée; o
les, each of whlch is updated 1n.parallel at the tlme of flle update. Lo

iﬁ/,ﬁ?l]

- qo.a,;.,: 'JﬁETwoRK-A%AILAéILIiYféogﬂf f
e T e avallablllty goal for the STACOM Network shall be’ O

for the ‘worst. case Orlgln-Destlnatlon,‘(Q—D) .pair of system” term_ atlons*h
on.the -network. The worst case O-D pair is defined as that llnk K
system termination’ to data base computer that enployswthe lar
of. system components 1n its path or - the one t t IS most vulnerable to ;;f

;vfallure. - _;o‘fg.~ T 1-. ...\; g -wc

. ‘or equalvto 0.0 minutes per -day for the worst -‘case path -Planned system’*i
Aoutage shall  be in addition" to outages speclfled here. T It- shall ‘be . a
“design goal to: ‘allocate a mlnlmum of 20.m1nutes outage per day,. - -

- (Availgbility = 0.9861), to-data-base computers and the remairing maximum .

© . of 20 minutes. outage per day to termlnals llnes modems and -RSCs. o

SRR R T > RO CF
LT T T 1010 o

-(U

-*47'*;3r Avallabllity of 0 9722 1mp11es an average outage of less than;:i“
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. , T S ‘ S B
The STACOH Network shall be designed to handle traffic pro— o
jections through the year 1986. These projections, shall” include ‘traffic’ i\
'estimates plus design margins for peak vs. average. loading The_ total i
. network throughput projected from- 1977 tox1986 is as follows- : R

AL
:flbtal-STACOM Network Ihroughput'AVerage Messages/Day (id 10008)
e e e R SN 5
ST - . e T B S
Year . TLETS '~ © 7 New Data:Types . -
TR - ¢ AN 138 R S
R 1§ E R~ ) | o 2% e
e . - I T - 1§ B - S
A “ = - ': o K '. }fh.:i_;:i
L ' T U I
~10. 10 o CONSTRAINTSéﬁND7BOUNDARIESQ : A T
- I ‘ : i
.-10510.?; - Data Handling: Constraints | .
' L . - ) A

All data transmission shal be digital.

- No unscrambling or decryption shall be performed within the o
- STACOM Network. . (Some modems perform ‘scrambling  in the normal course of

their operation but this scrambling is transparént tc the user., . T e
; ; ' Traffic loading by network users in excess cf the traffic: :
: ’safety margins fbr—which their system terminations dre designed &ould S
' result in degraded message response t}me. - o L ‘ RO
' 16;16*2kﬂii Data Rate Constraints . f,i-:dirf--:‘,ffiv | -,fcf o8
'_-’ ) o The minimum ser/}ne goal for the STACOM/TEXASj%etwork shall be

1200 Baud half duplex 1ines< “A11 ‘available line capacity services above ’
this rate sBall be eligible for consideration in a cost/performanceAf '

effective-manner.. . s - P 2 . S - Lo .
10 10 3 . Security and Privacy Constraints ' N o cos -
f}”i "¥5< The STACOM Netwoyﬂ shall be~configured to: allou'management’ f§ Ai?

control by'an -authorized criminal Justice agency or group of such agenciesm
“Only STACOM Network<operating personnel who have been authorized b§ STACOM °
Network Management shall physical access to the\network equipment.
~~;-$hese personnel shall’ have b“n.thoroughly screened. -It shall -be the = -

responsibility .of the STACOM{Network Managbment to iristitute and main- | o

‘tain security_measureg and protedures consistent with applicable regulations.
o -'.:\-l.- - ?‘-_ .'. '.'. ~' "__. - . - ‘ - ‘-__\ - . ‘o .

-

* o T 10-11- 2_,~, ' \—‘L
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o It shall bé ‘the respon31bility of the STATOM Network Management

e o

to ensure that unauthorized- personnel are not ‘allowed access-by system

."terminations and that authorized personnel do not employ ‘the network

a_facilitles for any purpose other than those for which the STACOM Network

is speciflcally 1ntenq§?. - . “_- - . ‘ -r:
i i STACOM Network design shall assist in the reallzation of A
’adequate securlty to the. extent: that englneering consmderatlons .can ‘
- contribute. The STACOM Network shall consider in 1ts design methods to
. prevernt any alteratlons of the content of messages once they have -been
.routed over ‘the network. All “of the-equipment. comprlsing the+3TACEOM
Network, except for the communication llnes, shall provide ~adeguate
_phy31cal securlty to protect them against any unauthorized personnel

' . gaining acce to the STACOM Network. " The computers and other netweork

" accessing equipment comprlsing the STACOM Network shall be. located in .~ -
.controlled fa0111t1es. Redundant eléments should be configured such that

Y a 51ng1e act of sabotage will not disable both redundant elements. e

S ‘ L
@ - oo e A
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SECTION 11 . e I
. ANALISIS OP EXISTING NETWORKS IN TEXAS
: ’ L f
: The purpose of .this sect;on is to compare the performance of™
the exlstlng'Texas Law‘Enforcement Telecommunications Network, (TLETS),
with network speclficatlons contained in the -STACOM FUnctional Requine—

ments for the State of Texas presented ln Sectlon 10. oAl _ .

. This sectlon egins with an overwaew of the present TLETS _

’system Section 11. 2,£ﬁmmarizes areas in whlch ‘the present. system fails

2o meet stated Functional Requirements, and presents a detalled analysls
of the present ‘system 1n these speclflc deflclent areas.

)

-

4 -a

S11.1 | THE PRESENT TLETS NETwom( L BN

-

-

. ments, sheriffs offlces and. State Department. of Public Safety, (DPS),

aJ_

.

. ; shown in Figures 11-2 and 11=3. .

-‘!‘,“

—_— S . . .
M d

enforcement agen01es throughout the state~ conslstlng of police depart- . =

-

offlces.‘ The network is managed by the DPS.

The TLETS networkpls topologlcally d1str1buted from three

reglonal swltchlng centers located in Garland,. Austin, and San Antonlo. <
Terminals on. the network -are served from these sw1tchers by 75,_110
1200 Baud multldropped llnes. = L L - b

- a.
%

\ﬂ”y~

- K

NetWork users have access through the Austln‘sw1tcher to*state
" data -bases located in Austln conslstlng of the Texap Crlme-Informatlon-’

- Center, (TCIC), a drivers record system, (LIDR) and the Motor Vehmcle

'Department, (MVD) records. o A N

) S i ’ -..J\'

“

VS S U ..._‘.A,‘._ .- ..‘_u_%,, e e e met mne e mtm e et b Mt £ & T ot o e on 1t @ s | e am ...,3:. [,

The analysls of the resent Texas Law Enforcement Telecommunl--‘
',catlons Network, CTLETS) ‘preserited here. con31ders service to 431 law-

Flgure 11-1 presents a slmpllfled dlagram of the TLETS system.i

Detalled TLETS line dayouts for 75, 110, ‘1200 ‘and 2400 Baud lines dre
. T

- L. - [ : : R

In general,“multldropped llnes are organlzed such that

terminals on a given drop e clustered in areas ‘ander the }urlsdlctlon of '

.a” slngle ‘Council of Government, (COG). There are. approximately 24 such
COGsyln the state of Texas as depicted in Figure 11-4. ‘Figure 11=5

'3 presents a . compOSLte of Figures 11—2 and 11-3 show1ng the complete-TLETS

S
&

termxnal network. R R e_ .. |
'°~~f'& : The Garland and- Austln sw1tchers communlcate through two 2@00
Baud llnes and the San Antonlo Switcher is connected to the Austln ' .

swltcher through a slngle 2400 Baud llne. ' .
. A

5:—-\ L}

The Auétln switcher also prov1des for TLETS oommunication with

“the NLETS swatcher in Phoenix. through a 2300 Baud line and with the NCIC- ™~ -
' through -2 2400 Bada llne. - R _ SR

= - R - R . . .
e - . . . N - . - . . : . - . - e

) - . : ' T e . N - . '

\‘l -'.’ ) . . ) . N - . . . . . ’ . ’

1

B

N

-



" REGIONAL. MULTIDROPPED

]
L LN
e |

. , 4

v

, ib,
.

1 o -

. -

2T 1200

 LINES

T

-y

75,110 AND 1200

- LINES ™

ASTN MO —y . "

PR

" REGIONAL MULHDROPPED —

A
A

LT tto L HOUSTON2400 =
HARRIS COUNTY 2400 e

75, 1200

LINES

v

N
§

" REGIONAL MULTIDROPPED wewem—st

ANTONIO

: Rl
1. “SAN |

GARLAND
Wit

y

B

“y

2.0 e s CITY.OF DALLAS ... _
b 2400 DALLAS COUNTY
e 2400 WICHITA FALLS
——— 2400 FORTWORTH * ‘

+ [ 2400 TARRANT COUNTY

™

< U NCIC

*AUSTIN
* switeH!

SWITCH

Figire: 11+,

-

Simpli

_1.’,.“

A ]

' .
U
W0 I G
¢ ; . % )
' eI .

fied

¢ L
] e 4 !
, ) 4, . .

" -
s B
. -’
' ' -
'
.
. h "'.
. .
N .
. v
¢
.
TR
.
St
[]
. .
A, .
)
Lt -
LI
",
. . '.‘
e - 4
s '
B



.
Ve R
. Lo
C g {
‘-
e
- kY
‘o
.
-
-
. -
-
.

Aruitoxt provided by Eic:

upé '..1-1‘-2. |

-
L)

”

Co.
.-

A

1

A\

~

(B

7

R ;.

W

 TLETS <= 75 Baud Lines,

r
a
%‘
oA
[} . .

"

b - ﬁ

Y 3



e p_g;ijigure‘ﬂifé.:;TLETS:1ﬁO,'

Pl

B AR IR

L]
.
PR |
)
. L}
>
4
..
o . .
- . LY

' o F .~ .

-

1200, 2400 Baud

e (Y Nt s

v O

1

-

Lines'f_ .




A 'PANHANDLE

WEST -
CENTRAL

_PERMIAN
- BAJIN

VAL

| conchO

LEY-

. CAPITOL
7 | AREA

L]

A .

Al

: TEXAS N\ \ -
" -\ , Lo o

- MIDDLE

RIO: ™ ALAMO. -
GRANDE | K

SOUTH | COASTAL
\Jixas | BAND

-]

‘.

AN

./LOWER RIO\

HOUSTON
GALYESTON

~GRANDE

Figure 1.1_31&;': Texas aCouncil ":o_f,_ Gd;}e;;nniéntS' o

.. .
<

cemy






f77~53,~V01 ImIos R

<
. - - .
. o ! . . .
R A .,_“‘,ﬂ "
O

LA

L R N : N -

through two 2400 Baud lines, to.the LIDR data base, through a single
. 1800 Baud line-and to the” MVD data base through two 1200 Baud lines.
.In the present system, the data .base lines are held.once an inqﬁify
is initiated from the”’ Austin sw1tch until the qesponse is retﬁrned
- over the same line.jaé«c a T T

- . e
,»-r..‘f . S

'.' /\ - - e o ; A& .
“The TCIC datafbase computer is an IBM»376/155 and the MVD

employs two 370/155 s. The three TLETS sW1tchers are supplied by.. Action‘ S

Communication Systems of Dallas, Texas. -mf’ H_“. :;,v_

-

"7? - ?’ The total cost of TLETS lines modems, servgae terminal
-arrangements and~drop charges is. $320,000 per year. These costs include

~charges to central CoG points and - charges incurred within COG's._-’ el

- It is anticipated .that total network dosts for lines modems,
_serv1ce terminals and drop charges for the present network. ‘with a minimun
line- serV1ce of 1200 Baud would .cost’ approximately $495 000 year.

1.2 ) COMPARISONS pF EXISTING NETWORK WITH STACOM/TEXAS FUNCTIONAL )

- .  REQUIREMENTS o B

< Table T1-1 summarizes conformiuy to STACOM/TEXAS Functional ,
i Requirements by the - existing TLETS Network s _

. The two principal areas for discrepancies shown are Network

YU P
o e ey, PO --",Ci"- - 4 R, o
M P . I I . . - e A
, 9., R ca e B P A - IJ -_} o
N

The Austin switcher is connected to the TCIC data base l¥¢ ;:;-

~Response Times and Network Availability.‘ The_.following sections discuss _

. these deviations in detail.“_“

'11_; 2.1 7 Response Times

‘ : Response time for the STACOM Network is defined as the time
duration between the initiation of a request for. service .for. an inquiry.
message at.a network-system termination and "the’ time at which a response
is completed at the inquiring system termination. .

g 3 The response time goal for- the STACOM Network for law enforce-

: ment traffic is to achieve :a mean.response time less than or equal to 9
'seconds, which insures that 90%.of the time, responses to inquiries sha11
be received in less than 20 seconds.‘f C T : : :

v\“; : Response times at given terminals on the TLETS Network depend

‘on the number of Switchers that messages myst pass through to and from the
data bases, and on the line speed servaing the terminal on a multidrop.=
; : Representative circults -‘at each.multidrop line speed (75 110
and 1200 Baud), that carry ‘relatively heavy loads of: ‘traffic were ‘selected
. for. analysis. Circuits selected for analysis were the Garland circuit 4
. at 75 Baud, the Austin eircuit 27 at. 110 Baud -and the Garland. circuit 15
- at 1200 Baud.. Normally,_in a worst case analysis, ‘circuits would be
selected that. pass through the maximum. number of switchers - in the Texas-
case, two.v ‘Austin 01rcuit 27 was selected at 110 Baud because-there are'
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Centers

San Antonio -

Service Time

- ' >\ Table 11-1. Conformity -Summary of . Existing Network to
el e T T STACOM Functional Requirements, :
.- ' : ~
SRR (T R ._ﬂw_ASectlon i %w»ewmwl_sectlon X.. -
R BB Reqﬂgrement‘ A Requ1rem Met Requlrements Not
AR :r,- L - ?{‘J . Lo . ’,‘ - ‘._ . H@
B ERUNEE o S Coy .
- N LA Seg
Message . Allv,,. =
' Characterlstlcs - T g e R
R Network Message : Routlng, Protocé& Response Time on 75,
R Handllng ' - Coding, “Epror i;ﬁ -110 Baud ‘Lines.

i - Detectipﬁf#Statqsff L AT -
S _ S " Messages ~ - LA
System..Terminations = All : -~ IGE
Regional . Sw1tching . Dallas, Austin Switch Mearnd

Goal

Netwark Avallablllty o

- TCIC/LIDR Data Base
Avallablllty

:Traffic -Volumes e

Average Trafflc
Levels

' Peak TrafficLevels

Cﬁnstraints and
Boundaries

Data Handling

Data- Rates

- - —

7

no 110 ‘Baud llnes in the present system served by the Garland or San

Antonio Switchers..

‘because their traffic loads are higher . than .any 75 or .1200 Baud lines"

;:served through the San

multldrops on the netw

Antonio switcher. .

“ representative of worst case perfbrmance for 75,

ork. - o -

Ihese circuits,
110,

then, are
and’ 1200 Baud

Garland circuits ‘4 and 15 were selected for- analysis -

~

A ; : Response tlmes at terminals presented here' are estlmated mean
.values derlved from queuelng equatlons presented in Section 2 of this

‘ "eport. - Do

¥

- . . 3 . )
e . '_ -
+

3,116 000 transdctions per day through -the Austin sultcher, thé 'System”

becomes excess1ve.

- is -shown by the- dotted

l selected svstem traffi

> .

of queues at the Austln switcher.

line in Figuré 11-6.-

In~general,

c levels. . It can be

. 11-8 :"?

'.performs adequately ‘Wwith a mean response- time of. 8..6. seconds.

system peak 1ldads," esflmated ‘at twice .the daily average, responsé time. _
‘Queueing- analysis ‘indicates that the prlnclpal con<"’
. tributor.’ ‘to” th¥s- excessive: response time at user terminals is the buildup
‘This component of total respohse time
With .the. present ‘meéan servi
computer
per day, .
should be

1mt1me per transactlon estlmated at 400 ms for tHe Austin . switch,
*utlllzatlon of 0.7 is reached at a transactlon levef‘of’]51 000

“as shown in Figure 11=6..
de51gned such that sw1tcher utilizations do not exceed—G-?O.-

telecommunication systems’

RS
Flgure 11,7 presents system .queue - t1mes for c1rcu1t
seen that the Austln_

switc

SN

15 ayta,

, ’ - The solid line. in Flgure 11-6 presents mean response tlme fbr

tbe Garland 01rcu1t*15 NAt @ 1977 average daily trafflc level takén to be -
.

However, at o

T
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componenf becomes excessive as traffic progresses from-average levels to_.-“
peak levels, whereas the remaining components consisting of the multidrop
line, the Garland switch interregion lines and the TCIC do not increase '

as dramatically. : e . : S e L “/

e,
Mo,

’~/f Figures 11—8«ang_)4-9 present mean response times at. terminals

o -
on Garland ciyeuft 4, (75 Baud} and Austin circuit 27 (110 ‘Baud). The "~ -

- major component of times in. these cases 1s spent in transmitting over the

low speed multTdropped lines. It i> intepesting to note- that. the 110 Baud

. line out of Austin actually has. a longe sponse- time at terminals than - .
‘the 75 Bdud : ‘1ine out of Garland, even tHD h the latter passes: “throuy, an T\’
additional switcher. " There are four: pnincipal reasons for this =’(1) 110
'and. .75 -Baud ‘lines have the same’ character rates#®, (2)-the 110 ‘Baud line -~~ﬂ’

--protocol involves more ‘1ine turnarounds “per message, (8) the traffic level -

. om -circuit 27 is higher than on circuit 4, and (h) there.are 15 terminals ;'

1in circuit 27 and_oniy 10 on circuit u._.,gg_ \ . .
. "~ . In any case, low speed P nes exhibit response times on the ) .
T ey - of one minute ‘during averag® ne work transaction levels and of* - T

_levels. ‘ -

minutes to tens of minutes during network peak transaction levels. . The
low speed lines themselves are major contributors to response time at low
traffic levels .and. the ‘Austin switch is the limiting factor at higher

.’--.. o . . 3

o It is also of interest to consider ‘the effect of peak- traffié‘i) -
lev s on the TCIC/LIDR and MVD computers. In the- case. of the TCIC/LIDR

" 370/1M5," an exact analysis is made more’ difficult becauSe traffic levels -

from DPS in-house data entry terminals, (DPS traffic), must. be estimated

._during TLETS average and -peak traffic levels. On any given day DPS

traffic . peaks may not fluctuate as much as TLETS iriquiries to the TCIC and
.LIDR, however ‘over a period. of years DPS traffic .can be expected- to grow

‘. at ap imately 4% 'per year. ' The analysis presented here assumes an
»g~increa in DPS traffic as TLETS trarfic fluctuates, and, in that sense 1s
'conservative. - . e f,_. _ . .

= Increases in DPS traffic, of course aff the TCIC/LIDR com-"

- puter utilization. --The effect of high computer utiliz‘Lion on“TLETS -

'7inqu1ries, however, iS'minimizéd since these ‘inquiries

e given priority,

over DPS interaction., Thus‘ECIC/LIDR computer utiliZaﬁions of up to 0.8 to ..
0.9 - have fairly small- ‘effects. on TLETS -response time, but do have a: .~

”81gnificant effect oﬁ“&n-house DPS tgrminal operations, (see Figure 11-7). ;

-~ -

ta1 queue times for an inquiry passing through the Austin

3 switch to £h TCIC/LIDR computer and . bagk out through the Austin. switch
- were. analyzed as a function of network raffic load. A similar exercise

gwas carried out for the MVD computeruj‘Figure 11-10-shows queueing times .
for -the.threé data bases including the Austin’ *switch.  TCIC is seen to

-provide,the test service and LIDR the longgst._ .The curves are- driven'

Se T C A e . o .
T ' : T L e : - ’ "_-. N . - - "

. . R - . [N - H : .

. e T -l - - T K - N A e . . .

-

’ *110 ‘Baud- lines have 11 bits per character and 75 Baud lines have 7.5 bits

per,pharacter, thus bath lines tranirit 10 € racters per second..

. o | i ST B v
ST .1»._ | 11=11" T T Teasl TS
Q L~ ‘ T : TR . SR BRI s - :
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(G Co -
npward as TLETS trafflc ievels increase. because of 1ong queueing in the
Austln sw1tch “(high computer utilizatiqn) : .

. -~

It is also .of 1nt%rest‘to estlmate'the present system per-‘
formance of the data base systems%alone without the effects. of the Austin
switch.~ This is shown in Figure 11 11 where data” base queue times are -
presented as they appear to the:Austin switch. The TCIC and MVD systems Ly
prov1de better data base turnaround times due to the fact that they .
provide” service over two lines. However, it” is alsoc noted that these
systems begin .to degrade rapidly at TLETS peak traffic levels which adds -
to response tlme degradatlon at’ DPS termlnals under our conservatlve ..

assumption. ° - _ o o , m,f,; . -
- NS

From the standp01nt,of network response t;me at user
terminals, then, we <«can conclude the fbllowlng with respect to. bhe present

~

-3

TLETS system. : T R . .
.- [ 75 and 110 Baud lines do ‘not meet functlonalJrequlrements
- "due to their irherent low data rates. ’ . R
. o . : .
i o 1200 Baud line service mean response time is less
; ' than or equal to 9 sec., (the functional requirements
L - goal), for’ .traffic levels . of..under 130,000 transactions

per day at the Austin sw1tcher, {see Figure 11-6).

o Network response time limitations encountered aboveﬁ .
130,000 transactions per day are due_principally - |,
to high utlllzatlon of .the Austin sw1tch. cr

e .

e

. e ~ The TCIC/LIDR computer also experlences,utilizations
- . near 0.9 at network peak traffic leyels.
e  pi ing peak traffic loads on‘the present TLETS system,
¢ i the magnitude of user response times at terminals
1s measured in m1nutes to’ tens of mlnutes.
Sectlon 12 of this report_ treats speclflc network and
computer upgrades requlred to meet the STACOM/TEXAS Funct10nal

¢

Requlrements of Section 10. _, _ : 4 . .

-

T i ) . - ./~L c .
.11.2.2 Network Availability - - . . _ s

R .

-

«In Paragraph T=2 cf this report,. saffiple . calculatlons are carried
out which derive system reliability and avallablllty for the present TLETS
System. These calculations show that the system g 11ab111ty for a--
terminal connected through the Dallas reglonal swither is 0.915. This"
value implies an -average daily outage of the network to any terminal-
connected to the Dallas switcher of 122 m1nutes AN : -

- S

., ( Alsimilar calculation carried out in Paragraph 7-2 for terminals
-connected through the San Antqnio switcher results in an avallabllltx of
0.815. whlch 1mp11es an average daily outagejof 134 .minutes. .

-
o
2
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. The FUnctional Requfrementa for the State of Texas set’ an

availability goal of 0.9722 which corresponds” to an ‘average daily’ cutaée TR

of 40 minutes. Thus, the present network does not .confarm to availabflity -

goals.

-
-
a
.
-
.
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Speciric upgrades required for Conformfty are diseussed in Section 12,:
. B . . . ) ) P ’ - f L h ?
: o . . ’“ . N . o " e 7?)
e ‘ S

B O 2 P U

- - 4
- - - .
- ~ . -
i
- . .
" S . .
- r e -
-
.
L3
. .
* -
.
- {3
.
- v
S ]
. \ -
I} . . . , .
N s - -
S . .
. v
» *,
. R
-
- " - < - -
e s o
.
. :
. . B
’ . N - R . ) . . " rd
. - Ce. - o, &
> M h
' 9
| 3 .
~ -
~ -
.
‘. . . .
. -~ J N "\ -
] - . M -,
- - o
. S
. - . J o .
a A
2 .
- 3
- e . - A '
3 [? PR Yo . -
a 2 e .
R N . . . .
, »
M i 3
' .4 . 7 et
N ' . -
. H o L
. M . s
o B - .
. - : - v
. - : A -
» "'v.‘
N - N . LY . 2o :
Ve
Q .
2 N P . B I'd
" S N R
' | ‘ / ) \-ﬂ-—i
. .
- . N / wooTL T > 1
» :
. : .
- “ ~ -
- - -— - < - . .
- . » L d v
v A . .
' _Q ’ - -
\
s s . .
- ~ -
~ . .
~ ‘ .
- 3 -
P L] -
- ( ° . [}
. .
-
<& . A
14 7 . ’
2 -
N - - -
' 2 P ~ = .
”
° £ . ®s .




77'53’ v01. III . ce -. a . . \

SECTION 12

NEW OR IMPROVED STACOM/TEXAS NETWORKS
Co. b s - N .

This section presents detailed topology'“bost \and performance
data for each of the ‘\etwork'options outlined in Section.8. Section 13
of this report presents a comparative discussion of cost and performance

data for the options considered. e .
k% 4 ’3 . - - . ::: . ) ) ;‘- .
1‘2 1/ COMPUTER PERFORMANCE REQUIREMENTS v ":4117 L
12,1.1 } Mean SerVice Time Upgrad%d | _
~ . STACOM/TEXAS ' networks are designed. to meet response time e

. functional requirements for all network options at peak network traffic

loads..” Tb:thlSnend, computer mean service times per. transaction at peak
% traffic loads have been assumed such that switcher and data base computer i

utilizations do not exceed values in the neighborhood ‘of .700. It is N

: important to realize that increasing network.multidropped line speeds does

+ not apprecidbly decrease network response times when computer utilization
) becomes high, i.e.,. increasing line speeds is not an effective solution.
g% for alleviating computer queueing pressure. Thus, it is of cruecial
:é% importance to maintain computer utilizations at less than approximately
¥ 0. 700 at'all times. . . 5 . .

* - - . . -
2 N - - - ‘,
. . .

. ‘9 ' The networks presented in this section assume similar Qata )
base 1ine and computer configurations -as exist now’ in Austin With3certain
: specific upgrades. T . . R:-,

-

LY

w

-

L . Spebifically, the Austin Switcher serves .the TCIC through two
iﬁ' 1ines, the LIDR, through one line and the MVD through two "lines as in the
o present‘system X The line "holding®™ procedures in present use Wlth the
.. TCIC and MVD, are maintained.
Tableﬁ12-1 summarizes traffic loads on the Austin Switcher,
the TCIC(LIDR data base and the MVD data base in terms of computer trans-
actions 4in 1981 and 1985. \Also included are transaction requirements for
handling new data types. The _ following comments discuss the origins of -

values entered in the’ table. - , . : S . N
- N \ * / * -
> £ Values shown for transactions at the. Austin .Switch include the

LY

total. of existing TLETS traffic types plus.CCH, new data types and.:
fingerprint traffic ~, The TCIC and LIDR entries show.predicted levels for’
these data baSes. ’ The TCIC levels include CCH traffiec. That is, it is.
: assuped that CCH in Pexas will continue to,be implemented at the TCIC/LIDR
dataibase.;; : -
Values shown for " in-house data procesSing traffic on the
. TCIC/LIDR computer assume a growth of" uz per year from 1977 levels through

~ 1985 . ‘;“X\ . ) e
- B . : * -- ° ‘.-,‘ L - r .

L }1__ e . t e c .
: B T e
.
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Tabie 12-1.“‘Traff1c Loads on Computers by Year

v _ . 198 1 ' . ' -19 85 .
’ ’ Peak . - _ Peak * .
Av Trans Trans Av Trans . - - Trans
o ‘Per Day  Av Trans Per ., Per Day Av Trans Per -
(1000). Per‘Sec. / Seec  (1000) Per Sec  Sec .
" Austin . 230 2.:66 5.32 315 3.6 . 7.2
Switeh - _ oo ' : ‘ A
TCIC: ' 43 " 0.5 1.0 - iy 0.55 1.1
LIDR * 10 .. 012 - - 0.23 . 13 0.15 . 0.3 .
In, House = 65 0.75 . . 1.5 TU 0.86 1.75 _
DP» . o . . o {-
Termlna;s - ) ‘ . S - \\J'
MVD from 25 - 0.28 - 0.56 30 =~ 0.35 . 0.70 -
. . Austin - ' T ; i
© .~ Switch. . . : .
_MVD other 7 . 0.08 0.16 . 8 % 0.09 - 0.18°
.+ Processing . . _ . T )
‘' New Data »° - 15+ 0.17 - . 0.35 - 25 - :0.29 . 0.58
_ Computer = =~ - . .o T,
e .- B B <! B Q )
- ) .. o . I \ "
T .Traffic shown between the Austin Sw1tch and the MVD mputer

“dl$ taken from STACOM/TEXAS MVD traffic predlctlons., The ,MVD computer -
also handles traffic ,from sources other thah the- Austin Switch. This
traffic is assumed to amount to 25% of the Austln Sw1tcher MVD trafflc

level. ~g B :- TR

. ELRN
1 . . P
- - - |
-

Tt . Flnally, 1t is assumed, and recommended that new data types~
be 1ntegrated‘bnto a single separate computer fac111ty located Jin Alstin.’
These data types include ‘systems used by ICR, OBSCIS SJIS, fingerprlnts,
TYC, Pardons and‘?aroles, and Correctlons. : ) . T

The traffic levels shown in Table T?’T were run through data ’

base queueing models "discussed in Section -7 of this report in order to
size data base line and computer mean service time requlrements. Table 12-2
‘summarlzes the results of that analys1s. . . -

">' N * .

It is recommended that aLl-data base llnes be 1mmed1ately
upgraded to 4800 Baud lines.. "This upgrade wlll be suff1c1ent to meet JYine
reguirements from-the present through 1985. _An investigation into . thé
mer1t§ of "holding" or.not’'holding TCIC/LIDR and MVD lines.was carried
out. It was found that holding the lines, as is the.present practlce, is -
a bad practice only when line utlllzatlons becomeé excessive 1u81nce data
base lines need to be upgraded to 4800 Baud in any -case,- the_penalty for

Y

’ . -‘,_ . \. ‘ o J [N Ve .
) < ‘ - . E .- . Qo ' '
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Table 12-2. Ccmputer Mean Service Time and Data Base i}ﬁ

.Line Requiremefits for Peak - Loading - e
Line Requirements Required Mean Service Time
. in Baud - Austin- ) . per Transaction: : _ .
2 | - Switch to Data Base - . (ms) : _
Years . - ‘ T
‘.- . . A . : ‘ o. ~ . ' ' ‘.' " : - New
. , ‘ ) - Austin , Data
TCIC LIDR MVD Switcher TCiC/LIDR}'MVD - Computer
1977 ~4800 (2) 4800 (1) 4800 (2) .- 4130 - 250 . 400 2000 “-
~to § . .. ‘ : . , :
1980 - T, oo : : - - .
.1981 4800 (2) 4800 (1)-. 4800, (2) - 100 200 400 1500-
. to - . . 2 ! : a -
1985 . . . . T
) A . . d s -

< - . o

®

... 7 ' K
continuing the present practice is minimized to an extent that response _
time functional- requirements can still easily be met, - .
' . Computer upgrade-requirements in terms of, mean service

. time per transaction is also indicated in Table 12-2. To function .
.properly, the- "Austin - switcher should immeddately be upgraded:to perform .

- With a mean service time of 130 ms, and, in 1981, should exhibit-a -
mean service time of 100 ms. . As an example; the Action Model 200 system

'uith the Nova Model 840 and Century Discs could meet these requirements.

) P

R 7. The TCIC/LIDR computer should immediately be upgraded to' .

provide a mean service time of 250 ms,'and in 1981; provide 2 mean service
of 200 ma. The. 250 ms goal may be approachéd by-considering the use .of an

- IBM 370/158 machine and 3350 Discs with a reduction of mean disc accesses

per’ transaction from 8 to 6. The 200 ms goal may require a mixed use of

" totally fixed héad discs and semi-fixed head dises. At this point)
improvements in CPU time per transaction will not appreciably reduce total

- mean service time per transaction. - T , .
: - —

- h

WO

E . The MVD computer need not be upgraded through 1985.,'A'mean
service time of 400-ms will continue to serve that data base adequately.

4

The networks presented in" this section assume that the data
base ‘line and computer upgradés outlined above will be carried ouﬁ as

indicated. A

64&

K e
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12 1 2 . System Availability Upgrade Requirements

[y
[N

. .The principal component which causes non-con}ormity to
STACOM/TEXAS Functional Requiremengz/for system availability is the
TCIC/LIDR data base computer. If the availability of this facility is:
upgraded to'0.981y,ssystem availability requirements can be met for
‘the single region. case. The, following’ characteristics prouide an example
as to how this might be achieved. -

- . i =¢. | - -l
.7 ° MTBF 1ij4 145 hours . .
. _ , : o .

' ' E ; - 1.7 hours .~ ¥ '

® Failure Rate . E
(X 10-3) 6188 . f .
e Availability- 0.'98114' d o

: If these conditions are met, the resulting availability of the
Single region TLETSiNetwork would be 0. 974 which implies an _average daily~
system’outage from any terminal .on the network of 37.4 minutes. The
STACOM/.TEXAS goal for availabdlity implies an average daily average outage
of LD.O mfnutes.- : o ; 3 ) -

-~
r . g -

, For multipIe region configurations,,upgrades are also required ////
at regional switching’ sites to .improve system availability. In multipiec -
region-configurations, availabiliéy of regional. sw1tchers should be 0.997
in addition to the above mentioned data base improvement. -By way of . A
example, this goal 'could be achieved.withj, _ ¢

& ‘ 4 = . \\ . * _.‘ ‘ ' . ’ vt v
. - o MTBF ) ' 333 hours : '
e MITR . - 1 hour ,
e 'Failure Rate - 3.0 . . _ IR
; B, (X 10-3) . < : . o : . T . _5
. Availabilityv 0.997, . - . T R S
- : These improvements w111 yield a neSwork system availability
. of 0.973 which corresponds to an average daily system outage of 39
minutes. : ) oL _ i .
‘ N ’ S
127% ‘OPTION .1 --SINGLE REGION TLETS . ‘ .
X ) - . € d - « ° . ! : A
12.2.1 . Topology- - . ' T - 7
' T * % ‘ ‘\. - . : ‘ -

The STACOM/TEXAS single region TLETS’network layout is shpwn. - .
in Figur3‘12 1. ‘The network consi\ts q£ a single regional switcher :
facility located in Austin connected td »_the TCIC/LIDR and-MVD Data. Bases.®

There are 35 multidropped lines Serving. system terminations. - A11: network

lines are 1290 Baud lines %ith the exception of one 2400 Baud line and -

4

ic e 295 ¢
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‘-moﬁe‘ﬁBOO‘Baud“line}"“Table”12A3“presents“the:detaiIed“termihaItass;;nments‘“

for each of the 35 multidrops. Readiné from left to right, the Table—
shows the line number, (1 to 35), the total number of terminals on

the drop, the alphabetic cqde name for the first terminal on the drqp,

and the remaining code names for terminals on the drop in order.

L 3
L[4

12.2.2 -- Costs T ; .
’ P - . .

Total eight-year costs for the single region TLETS system are

presented in Table 12- 4. Total costs based on costlng assumptions
ocutlined in Sectlon 11(’Eount to $15,800,000. About 68% of this total
-cost is due to termlnal recurrlng and purchase costs. Lines, modems and -

service terminals azmount to approxlmately 31% of total costs. Englneerlng
costs make up the” remainder. Regional switchers in addltlon to the Austin-

bw1t/per are not’required in this optlog. ' v !
12.2.3 Line Performance - i -
- | : - . .

{ . Table 12-5 summarizes performance characteriitics by line for
the single region- TLETS Network. Reading from Ieft to rlhﬁéa the table -
presents the line number, the code. name for the flrst*termlnal on the
" drop, the total number of terminals’ on the drop, the line capa01ty in
Bauds, the peak line utlllzation value, total mileage on the drop, and the
mean response ‘time - for any sxngle terminal on the drop. -

-

Mean response times on the s1ngle region network.run between
2.5 seconds to a warst case value of 8.7 seconds depending on the specific
multldrop 1line. Of the 35 lines in the network, 33 have mean- response
4 -~

tlmes ‘of less than 5 ‘'seconds. v il
12.2.4 Network'Availability o .

The avallabﬂllty of the data bases to any-termlnal on the
networkK is O qT74 calculated in accordance with the procedure outlined 1n
Section 8 2, and assumlng data base upgrades call%d for in Section 12. 1 2

are 1mplemented. This-availability implies an average petwork dally ‘ ,;f\
outage at any terminad on the network of 37 mlnutes. y Vi
- - - { ;
- ' . ) %
12.3 OPTION 2 - TWO REGION TLETS |
12.3.1 | Topology - - . . e T
2 BY _ _ 4 -2 .

. For the STACOM/TEXAS two,reglon case, four possible networks®
were studled. Each of the four netwo?ks consists of one region served by
the Austln Switcher. Candidates for a second reglon in the netnork
included, ‘Dalias, Amarillo, Lubbock, and Midland. -

. - ~

> . : | T \
| ) T

- ) P '12_6 P . e -5 -
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~Table -12-3.— Terminal -Assignments _— — —— ——

. o —~— -

- ".
MY s~ .
- " .
’ . _r &
- NETWORK OPTION: TLETS/AUSTIN _ . -
NUMBER OF REGIONS: 1 .
TERMINALS _ :
LINE TOTAL . ) : -
REGION NO, NO. STARTING - 3 REMAINING
l ’
1 10 SXLP ’ . .
Q;. : . SXFS»S »SYRJ»SXATY» AZZN»SXAS» SXYA»SXYH,SYRW»
2 _20 AZID - . N
AZICrAZAVIAUB »AUH »AZAV,AZCSrAZFHeAZFW,A7FL»AZZH;
AZHN» AZIBrAZTY»AZFX s AZYM AZSEr AZUJr AZVIK » AZPB »
3 18 SXQQ ' : - .
. . NABD»SXPR»SXSG» SXKCP»NAAD » SXSN» SXLF » NAAF » SXQX » SXRB»
. . ) NABT»NACWINARK §SXCCPNAFC e SXQZrNAEK » > i
4 17 AZF1 . T
AZFJrAU+S»AZFZ rAZHC» AZLZ v AZAWIAZFDs AZTA,AZANY AZYP;
AZFBrALFEsAZAUPAZTIUPALIUI AZY O, :
° S 19 SXKA _ ' R -
: NABX»SXGVeSXDJI»SXDK » SXRA» SXBRy SXRCr SXRDyNAFB » SXAM,
2 _ NACS»SXSD»SXBRyNAAK » SXOS » MACNY SXDL » SXPN !
6 20 SXQP . , : ' T~ ., :
. . NACA»SXGCeSXBK»SXBUY »SXBGySXYF ,MADNX FNADN S
. 'SXAD-NADW'SXBIvNAAHvSXH vSXBWiN!kCtSXRZO
7 20 SXRK >
SXRL-SXYJ.NACEoson-SrRSrsHGH'sxnx-SXPN.SXPP-SXUL-
SXYXK»NAEUrSXRWsSXCD*SXHYI»SXRR,SXROAPNANZ,NAEA»
. 8 20 “SXDP . : ]
. : AZUE» AZUD  AZBT» AZBUP AZDUYNADE» AZJU» AZKU Y NACGeNACR» ~
AZFU» AZCU»NADF» AZEU» AZLU» AZUC» SXDF » SXDI, NaARJ»
P 9 1?7 AZTE . _
. AZGIvAZACP»AZBCIAZX T AZNS»AZAX»AZABPAZTD)AZAAPAZGJ»
AZUP-AZJL-AZGL-AZTS-AZQK(AZRIo' .
E 10 18 AZUN
L ' NAEG-AZAS-AZUAoNABUDAZADoAZFA-AZAH-AZLS-AZFF-AZKY-
AZJY.AZYL.AZHU.AZGR-NAEP-AZIP.AZIF-
. 1: 1> NAAN
. : NAAP-NAAG-NACX-AZYIvNAEOvNACEtAZIZvAZFR.MABR-AZONr
. - NACC»NAAO» : ) )
732 11 AZUS ' : 4 -
N/ AZUS-AZNA-!ZRK-AZU?OAZZCJAZZAvAZZPoAZUQsAZCNvAZXL-
/ 13 17 AZUX
> 4 . : DGJH-DGIY-NACL-SGCW-OGJY-nGNU-DGNH.HnnM.MABI-ooGs.'
DGKH*NACI »DOEA »DREJPNACN » NOAT»
16 14 AZBN .
- E : : AZAE-AZAI-NAAIvAZAdvAZZH-NAEX-MAEV-NQPW AZUWIAZAZ, ™
v NADO,NABZ»AZBX»
is 20 DGHT o
. DGHP-DGCF-DGHN-OGITvD@HOonoHRvDQAn-DOFToOQETvDQDTo
\ . ORHJ»DQIHsMADP » DGHW » NOHS » NGHY» MABC » NARH » DARY »
> 16 1 CDTJ i : 1 . R
17 16 oTL . . -t '
- DGMJ»DATR,NATW» DARD»DEGN » NGCS» DARS» LIGMA,DNACT 1 DAHL
DGHI »DABT»NGRK » DRSU+NAHZ » ]
o :::. .
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oiiiweeo ... Table_12-3.. Terminal Assignments (Continuation’1) :
. /. .
”)
L ) ;
. ES ’ ”
- ’
18 10- DOHU , L
DQHx-DGGBvDONBpDQBE!U’prnOCAgNABQpDQL?.HAﬂF.
19* 17 DQEK . = ‘
' N DRED»NQ oEI NADRF e NODY e ADT P NANY s MANT , MADS P NACO »
: - NACP» NAE ,v*o »DANQ» DRUT MAEJ » . .
20 16 AZXJ d
: AZDRLAZS . < AZAF#AEX0rAZXP,AZXWAZGY, AZXS»AZXRTT %
. AZXTIrALXr ~.E 'DQDC'DQH.K ’ ,
21 21 DGGY . . . .
: T, DOEE »DADZ »NEKY »MAEG » MARL » NQAGX » DOLMH» DALY ,DOER » DEPF T
-~ ’ DQEC »DREW »MABS 'DQGSOI?KH'MACI P NAEZ e NRAR 'NAﬂS 'ODQEZ,
22 12 | DQJT- 1
. OGBH:NACT:AZUI:NACF'DORD'hGHCrDOHErDGHFpOGFY'DQVIv
, DesL. i IO -
23 ¢ 18 + DGKT B -
DRCY»NTGE »NEGNW,,DALT e DOHA»NQHND » OOHTrDOHH'Dﬂdﬂ-DTC ’
- DGZY ¢+ NAEF »NAED » DGBZ »NOCH» MAEE » DGDH» .
24 - 19 AZUF
. AZXH» AZYC »NAAW, NAAX'DQEH'GQOR'ﬂéo”?D”:F'DﬂDU'DQFPc
L NAAA'A£RZrAZARoNAD“'NAOKoHAERrNACJ'N
25 17 "AZPwW s
. N NAALrACPS-HABErAZAZ'DGAY'NaBP:Nn,Hv“"?Y,DQGJ;DQGQ,
i NADG e NADH» AZPX » NABH ¢ AZPZ »MADG » -
26 17, AZIJ . , : : *
f : AZIK»AZIP1AZJAL AZZMrSZGF» SXGR P MAE! +NAEM,SYRAPNADA
A AZZJUr AZIL »*MAEN,AZGO» AZIMINAEY »
. 27 19 AZLA . . '
- N - AZLBrALTI+AZLC»AZK AP AZLN»+ACGPAZK - ~AZNR MAAV»AZWN,
yz/h AZHP:AZHQ:AZWX.AZLI'NAAfr‘ZZKrAZWSrMPFC,
28 /17 AZIS
. . ’ *AZIN.AZGM.AZIF.AZ I ﬂZhJoAZ’S'AZIY'AZJKnA7LE'AZLFp
. - AZFA.AALN AZ?R NAonAZInpmnna.
29 (Ta7 AZPN
- AZPPe gZPL PAZPI» RZGLPAZLK Y AZ_L o+ 2Z1L P eMNARG '“ﬁ?KW »AZPCS
_ . AZYEoAZXZrAZLG.—ZPJoAZPKnAZRB'
30 18 AZwWL .
MADL.AZAM'Aqu.Azwx.NAAT.nzws.Az-:fNAnv.Natw'nzsp..
— AZWE » AZWA P AZSZr AZWO P MNADC s AZNC»AZSX
3% 13 7 azca )
v Azos.AZQC.NAAo.NAenvAZGFnazpro~~E=.Aan AZPD»AZAN;
‘ . AZPA»ALKD . .
a2 18 AZAG ‘
=y AZQAr AZAG'AZJQ'NADJ'AZJ’pNAAJoAZMJpAZGE,AZPI'AZJF' -
. o AZJT + AZKJ»AZJUD »MABO P AZL Ry AZZT» AZZF»
33 1% . . DTF
O6GI» AZIR» AZJS:AZK*oAZKPrnZKR.AZJW AZKQ, MABA'A<v~p .
- DQEH e 8ZKL »NAES e AZKF » . 3
35 11 ', AazsF ‘ | : R
NAET.DGGZ.NAAY.NAAZ'NACB'azwraAwa.nnsH.AZZL.AZer
35 16, NAAM ‘ et
40D ~AZGG»AZUR ¢+ NACV »NACZ ¢ SXOR »NABW 0 SXGK » SXPF ,MACU» SXBET
. NADV»AZZR rNADBsAZZW? AZZX . T
- 'b . (l N - ‘ ) £, °
P s
) b L4 7 ) Te
* - - . <, A
; . : ey - >
Fo 2JLJ \
. Q . - ~. o 2
"ERIC ' -  12-8. & o -
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— . _Table A2-U4. _ Network. Option Costs _in Thousands of _Dollars.. ' __ . _ __

" _
.

-

! 7 -
Network: TLETS = . - ,\ Nugber ‘of Regions: 1_
Remarks: Single Region - Austin y ' » ' )

g X One Time'
. Installation—.
— Recurring Costs Costs -Total
. - * é .
. : Annual Total Eight . . Total Eight Year <
) No. '\—~Cost  Annual Year-. Unit  Purchase ., Cost by .
Item ;Reqd. Each Cost Cost Cost Cost Item .
. ' \ . . r]
< = N |
Lines : ‘ ' a ’ S - : ‘7”
) . -~ )
Modems 4 ~ S .
Service . = +
Terminals, - - 611 4,888 T - 37 J q, 925
- .- . . A -a o/ ' .
Terminals 564 1. 260' AR 5,700 8.847- 5,000 10,700 .
Regional "\ ” ’ /
egiona A - . . , .
. Switchers o. ", S i g ’
Jwitcher . - ' »
Floor Space ' ) ' : .
- . - ¢ — -
Switcher 'k-‘
Back up . K .
Power 0 - n
v\/_"’J -
- Switcher f&izw_,~,.* o -
.Personnel _ 0 | . - . -
. Z > -
Engineering - i . 130 130 )

. . > - Ll

Subtotals . S ' 10,588 5,167 15,755 .
’ < - c - N § .
' - - Total Eight Year Cost: 15, 800
- - N~ ‘ -
o .. o JU) S
f 12-3 T N )
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< 0% 1 % . Table 12-5. ‘Network Line Charactéristies. .. . 7.
T T ' EEA . T
'~ Network: TILETS .- . T Kgﬁgé}'. ofi Regionk? _ 1.
Remarks: ® Austin as Regional Center : ot R PR '
. o . E e - Y -
RAEC ‘ - " P S : B . Mean
S A : S Line - o a Total Response
. .. -Iine First . No. of - Type . «+. Line - Mileage . Time
" NO.. Node Terminals (Baud) .Utitization ..(111_.:,1) : " (see) -
s . S - . ' S : -
—,. 1 . SXP = 10 - . 1200 - 0.643 ° C-T3: 8.7
2. AZIO - . 20 2400 - <~ 0.611 . © o154 4.6
.3 - 8¥%¥Q T 19 ©1200 -..° 0.068 - 374 3.8
L4 AZFI | 17 e 1200 0.157 .~ 313" R
5 'SXKA © 19 - 1200 ' 0.145 - 469 4.1
.6 SXQP -20 . 1200 0.181 . 356 y,2
7 SXRK ' 19 1200 0.169 - 433 4.2
8  SXDP .20 .~ 1200 . 0.213 - 415 4.y
9 AZTE 17 1200 '~ 0.243 \ 0 4.1
10 AZUN 18 . 1200 - . 0.101 - 30 4.0
11 NAAN 13 - 12Q0 - 0.037 . 218. 3.6
12 AZUS 11 . .1200- 0.083 143 .3.7
13 ~AZUX 17 1200 . 0.115 -396 - 3.9
14 - ; AZBN o1y 1200. . 0.064 255 -0 3.T
15 DQHT 20 1200 - ' 0.310 297-..  h.9.
16 PTJ 11 " 4800 S o.4us5 . - 181 - 2.6
17 DTL : 16 1200 - 0.556 © 181 2.5
18 OQHU . ~. 10.- - 1200. . ~:0.095"° 309 - 3.7
19 ~ 'DQEK 17 1200 0.076 L9 3.8"
- 20, AZXJ 16 - .-M1200 <. 0.145 286 - 4.0
27.. " - DQGY; 19 1200 . 0.137 - 451 3.1 -
22.: *DQJT - <12 . 1200 . 0.123 ' 254 3.9
23 DQKT 19 1200 0.319 - 213 5.0 .
24. .= AZUF . . 19 1200 0.095 " 449 - ¢ y.0- .
- 25> - AZPW 17 - 1200 _ °~ 0.065 356 - 3.8
ST 26 . AZIJ 19 - 1200 - 0.124 698 4.0
- 27<. AZLA 219 -~ - 1200 - . 0:054 T 623 3.8 -
. 28 . -AzZIs | T . 1200.. . 0.083 523 3.8
29 . AZPNT~ =17 .- 1200 0.130 550 . 4.0 .
- 30 AZWL T - 18 = 1200 - :0.172~ - 661 .2 ™
31 - -AZGA - - C14 1200 0.083 _ 386 3.8
32 | AZAG 18 - 1200 _ 0.247 706 4.5
33 DTF . 15 1200 ., .~ 0.080 .. ° yu6- 3.8
- 34 AZBF 11 .. .. 1200. 0.025 . . 489 3.5
.35 .NAAM 167 - 1200 - 0.051° 317 3.7 -
\ . . , ;
- _‘J» | . . 3' ‘L . - : l.;' ‘ - -
-12-10 ' )
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: The Xeast cost configﬁration of these_fbur possibilities is "
the Austin-Dallas network shown in Figure 12-2. ° The Austin region ~

consists of-16 1200 Baud lines’ and one 2400 Baud line for a total.of 17
- lines. The Dallas region is comprised of 18 1200 Baud lines and one 2400
_'Baud line for a total of 19 lines. - A single 4800 Baud line connects the
two regional computers. Table 12-6 details the terminal assignments by
dine for the two region case. - - _ ’

L) ‘a
3 - hd - ’

12.3.2 :.  Costs

i

%

Total eight-year costs for the two region Austin-Dallas. S -
netuork are shdwn in Table 12-7. There is no°purchase cost shown for

the Dallas regional switcher or for an uninterruptable power ‘supply since S,
these facilities presently exist. The total cost is $17, 000 000 over ks
eight years. Note that the annual line cost of $602,000 is reduced from
the $611,000 annual cost in: the single regiocm casé. Total costs are s
increased, however, despite " the fact that the second switcher need not be
purchased due to additional switcher, facility and personnel recurring

—~—

costs. . - - ) A, L

-
-

-

-

: . Tables. 12-8, 12=-9, and 12-10 show costing results of consider-
ing Lubbock Midland and Amarillo as locations for a second switcher
respectively instead “of Dallas. Note "that annual line costs are very
similar in all two region cases.  However, non-existent switching facilities-
are required in the Hestern locations. .

12.3.3 " ‘ _Line Perf;rmaneer ) o : . o
he - Table 12-11 presents line performance characteristics for the
two region case with switchers in .Austin and Dallas. Mean response times
vary between 2.2 seconds and 8.7 ‘Seconds ‘depending on the particular
multidropped line. ~Of the ‘total of 36 linesg for ‘both regions, 34. show

.mean response times ofgless than 5 seconds.

.

-~

12.3.4 . Networkr Availability T
» If data base and switcher upgrades called for in Section 12. 1 2

‘are implemented the system- availability for the .two region case is‘%C973.
. This implies an average-daily.n twork outage for terminals connected to :

the Dallas switcher of 39.0 minutes. . RN / o _ 5
. - 's_ : . > - < -
.l2.4 N OPTION 3 - THREE REGION TLETS
4 )
12.4.1- . Topology ' - : \

L . .
For the STACOM/TEXAS three region case, five possible

: configurations were studied. Each of the five networks consists of a

'»switcher facility in Austin and Dallas. Candidate locations for a third

"switcher were San Antonio, Houston, Midland, Amarillo and Lubbock.

3 "

) .' . 7 ) -1'.;_). . i L
- : | 12-11 _3_“9‘- | I

A s - :
. R - -
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,WORK OPTTON:

i

;/_‘%%;§ER>0E REGIONS: ~ 2
- . - \ .

CAUSHN - LINE  ToTap

.0 ‘HEGION  NO. '=NO.
);/r;\' . 1 - 20
2 . 16
3 .20
Ty 12
> : s 21
) - 18
o 7 R 17
8 7 20
“~
9. 17
~s .10 12
P .
3 10
* . .
: 12 19
13 4
14 11
1s © 17
S~ 16 15
- - °
17 14

4.

. o ) Vv

fable. 12-6. Terminal Assignments

TLETS/AUSTIN-DALLAS

r
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%

{e

TERMINALb é‘ . L o

ot

STARTING 7 ' * REMAINING - :
N S s
AZID _ _ L o -
- 7 AZIC+AZAVIAUB rAUM sAZAVIAZCSINZFHIAZFEW,,AZFL r AZZH’
AZHN+ AZIRs AZTY ¢ AZFX e AZYNSAZSE AZUJ s AZUK GAZPBY |
AZF1I
AZFJ.AO+S-aZHC-AZLZahZAw-A?FDoAZIﬂ AZAN, AZYP AZFB.
- AZFE.AZAu.AZIU.AZIUoAZYQo
. SXKA p :
' v NAnx.sxsc.stKfosJosxsl-gan.sxqs.ser.Naox.n&nn.‘
; "SXAD P NADW »SXBI s HAAH'waTaSXITnSXHW NBAC-SXRZ- .
SXoP
' NACA.NAAO-NAAN MAAPvMAAG-nACXoNAsg-StSQ-sxxc-MAAH-'
- - SXSMo» N P
- SXRK . ' _ o . ’ _
: sxRL.stJ.NACEoson-sxes,sHGH.sxay.sxék.sxnp.stL:
SXYK s NAEU»SXRW ¢ SXCOrSXHI » SXPR¢SXRO»NAD2 MAEA S MNAFR,
SXOP . Ty .
SXGV »SXDJrSXOK +SXBO»SXBP » SXBMeNACS + SXSD, SYSR ¢ NAAK »
SXDS» NACNvSXDLvSXDNoSXDF-sXDI-NABJ- -
AZUE = N
AZUO-AZBT.AZBU.AZDU NADE-AZJU-AzKu.npce-ann.AzFu.
AZCU»NADF»AZEU» AZLU'AZUF-NADU- ]
azyI:
NAEQ.AZBN-AZAEo AIoﬂAATvAZJF'AZXHoAZYC-AZRZ'A?AJ.
Azzs.Azuw-AZAg.NAoovNACE.Azsx.NaszoAzrz.AzFR-
TAZUM
NAEO-AZAQ'AZUAONARUlAZlDll\ZFA AZAPoAZFF A?KY'AZJYl
*ZYL!AZHU'AZGpoNAEP AZI’P.AZIE- ] .
AZUS )
AZUS-AZUXoNACJvNACK'AZNA-AZRK-AZUZ-AZ?C.AZPG-AZURa
NACV» ) . S
SXLP o
~ .SXFS»S -SXRJ.SXAYvAZZD-SXQSgSXYQJSXYE.SXQ?}
SXPR ) .
i SXLE » SXBE +NAAF ¢ SXQX» SXRE,NART s NACW P NAEK » NABL # SXCCo
_ NAFC+SXQZ sNAEK » SXRAPNANA ¢ SXGRNAEL » MAEM,
o
“AZON - ] : -
. NAccosxoo-NAao.
AZAG" :
*AZQas AZAGrAZZJ s SXGF » AZZN-AZJA-AZJvaZTL.NAFNoA?Gno
AZTE '
AZGIoAZAC'nZBC-AZYT'AZNGQAZAXvAZAR AZTU.A?AA.AZQJ.
. AZUP:AZJLoAZOLoAZTS'AZQKvAZRI-
SYRC
SXRDrAZJQeNADJ A?JE:NAAJoAZ“d-AZGEvAZBI-AZJF-AZJI-
. TAZKJ e AZJD-NABO-AZJH-
NAEJ

NAAM vNACZ' SXQR» NAP" PSXGK » SXRF NACU.N&DV »AZ2R, NAGB ’
AZZH'AZZXoNAEXo i

"0
4
. - B
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Table’®12-6.
. \ . .
" DALLAS LINE TOTAL ) ~ . L
REGION NO. NO... STARTING' . , REMAINING !
. Bl 1 DT - . . ‘
2 18 oTL. .
: ' - DAMU» QQTR:DQTN.DQBDvﬁQGD DQCS-DOR§-DONA»DQCT’DQHL-
‘ - Ty DGHI-nGBTcDGRK-DQSU'DGHZvDQDTvDOHJ-
3 9 V\DQHG : .
_ o oQIT.n@Hn.nnHP OGCFvDQH?'DQDCvDOHK-DGCt-
» ‘4 1y DOFT .y . .
- DQET »DQIH»NADP,DQAD+DAHR » MABH»DGBY DRVI,DRSLSDRRD »
. T DQHC »¥DQRHE ¥DQHF ¢ DRET » NAHW » NQHS ¢ D sManIC,
S-S ¥4 DOHU
- e DQHx-DQGaabons.onE-DQIY:NACL-chw.unnI.oqes.DQKH.
¥ NACTI; sDQLX,DQCAINABQ" DQLZ.NABF.
6 16 DOJH
o ’ NAAw.NAAx.oQEN.DQDR-AZGM-DQEF-NAEHvNADK.oaow-oaspr
< 'NAAA.nQAc.erA.onuoNAco. : X v
e 7., 22 .0GUY » ' )
: DQNU DQKY-NAEG.NAAUvDer-DQLH-noLv-norn.nQPF-oQEC.
DRFEW »NABS -DQGS.noKH.NACI ' NAFZ -HAAD *NAAS,DREZDONH,
s - Nnnn.
) 20 AZXJ ‘ ‘
. AZDkrAZXN-AZXKnAZAR:NACYvAZAF-AZXQ:AZXP:AZXH AZGW»
. . AzxsaAZXR AZXIvAZCN'AZXLlAZZPvAZUQvAZHZaAZZAn
9 T 2u DOGY |
Co DGEE'DGDZ 'DQEK 'DQFD DQEL plclslo] vDQUTuNA‘-‘\J'l"G._ 'NADR'
\i . : uaox.NADI-NADY.NADT-NADS-uAco NACP:MM—‘I.NA“D-
I 13 DOJT
. . NAEE:DQEZ-DQCH.DQBH'NACTtAZUIvNACF-NACH-DQAT-NABP'
_ . _ © AZPS»NABE"
N1 " - 18 . . DOKT - -
' : : -\1 .'OQCYvDTG nDQN\"" DQLT 'DQHA vDQHDvDQHTIDQH»H DQHR.DTC
\ - DOZY rNAEF »NAED DQDHrDBDD» ° SR _ .
12 8 . AZPW :
- , S NAAL»AZPX+NABS, AZPZ'NADQIAZZLJAZZFv
.13 18 (ale]c¥4 N
- NAAY NAAZ2»AZGL P AZLK» AZLL » AZLR-NABG-AZKW-AZPC'AZYEn
s AZXZvAZLQoNACRvAZWI'AZ'HH.NAERoAZZLv .
. 14 19 ~ AZLA-
3 - : 3 .AZLBrAZHSvNAEC-AZTI'AZLCvAZKA AZEO-NnCroA7K“vAZHRy
g o : NAAV.AZWN.Azwp.Azzx-Azwn.Azw v AZL T PMRAE, o
“15 16, AZPM : '
w : : --AZPP'AévaAZPIaAZIS'AZIN'AZGM-AZIF-AZTI AzIJ-Azxt.
AR . : o ~AZIN:NAEYuAZPJ-AZPK'AZRB' & - '
P VY 18 AZWL-
' " . . NADL.AZAVvAZHd-AZMKvNAATiAZNE-ﬂZWF'NnRY NACM-A?SP-
o ' iAzus.AzwA-Azsz.nzwonmnoc-Azsx AZWC: B .
ST 14 AZGA S
. - AZRBrAZQCPNAAQ, NAAMvAZPE.NAEB-AZQF:NADN AZQE»AZPD»
- : AZGD-AZPA-PZKD-
18 2u ‘DTF .
, C DGGI-AZJRaAZJS-AZKK:AZKP-AZKR-AZJH-AZVG-DOGJ'DQGJo
. ... ) NADG-DQDJbNADHiNABA'AZKN-DQEHoAZK!leES;AZKF.
19 B - ‘AZRF

NAET»AZLJr AZKS, AZIX'AZJK . AZLE e AZLF NAFA AZLM» AZTR; )

. NABV AZIQrMAAB ., AZJZ' /
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> Table 12-7. Network Option Costs in - Thousands of Dollars B
. o . " ." ‘ » < - i e
- Network: TILETS = ! __fe\ *. '  Number of Regions: 2.
Remarks: Austin - Dallas - o - L - S
. e One Time N ¢
' o 3. - - . Installation : _
: ' '____Recurring Costs - - Costs ' . Total
: o Annual Total Eight , Total  Eight Year
: . ., No. - Cost . Annual Year . Unit Purchase Cost by
‘Item Reqd. . Each. Cost Cost . Cost Cost’ .Item
) N i . ) ‘ -~ -
' Modéms 7 . 3 . - R . _ ) -
‘Service -, - : 5 S e
Terminals - _ - . 602 4,816 = - - 38 - 4,854
Terminals 564 1.260 " 711 5,700 8.847 - 5,000 10, 70Q-
.. Regional - * ST : : '
Switchers 1 18 - 18 144 o - Oo%® "~ . 14y -
. Switcher N - | ’ :
Floor Space - 1 4.8 4.8 38 - L= - 38
. Switcher S .. -
Back- Up _ : . S R o
_Power 16,0 6,0° . 48" o - - o= 48
Switcher e . o T .
Personnel -1 -Set - 128 128 1,024 = - . - 1,024
Engineering ' - - - S - 230 © 230
‘Subtotals R S 1,770, - .0 5,268 17,038
| ] ) Total Eight Year Cost: 17,000
¥Regional Switch Installation Not .Reéquired ', ~ . -
. . . B B . . - 3 . " - R - . »\ R - R - )
s ' e B :
- R ‘ ) "
. & - ’ C E
7 ’ - M _d . 3(' ~ ;
> < -. s -:,. i, U
\ 12-15
-~ . \\' . - . . o
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2 TabXe 12-8.5.Networg Option Costs in’ Thousands of.D?llars ' i
Network: TLETIS : <;T ‘ T ' -Numbéghgf'aegionsff 2 .
Remarks: Austin - Lubbock -~ -~ _. . et ’

: B Lt : ‘.v .. R .o ' ‘_'f‘ P
. * 2 ° .. One Timg ° '
, L Installation . Y
—Recurrdng -Costs _._Costs - Total
Annual "Total Eight - Total E;ght‘Year
T No. Cost.  Annual Year - - Unit Purchase Lost by
- Item. "Reqd. ~Each  Cost Cost_ Cost ~ Cost +  Item
.Lines, : _ . e
‘Modems - ‘ : E SR .
Service o : - R L

_Terminals - = 606 4,848 ~ - - 38 4,886
Terminals 564. 1,260 711 5,700 ,89831_“\.5.000 10,700

. Regional - o I ) S T
Switchers: 1 18 18 144 s350° 350 - -ugw .
Switcher - o -
Floor Space 1 ‘4.8 4,8 - 38 ™ 30 30 ___68
Switcher T PR -~ . -
Back Up , O- o T
Power 1 6.0 6.0 . 48 20 .~ 20 68

- Switcher. ' ’ _ N

. “:Personpmel 1 Set 128 128 1,024- - B 1,024 »
'Engineering . . : . v 230 - 230
Subtotals < - . 11,802 5,668 17,476

’ . : /Total Eight Year Cost: 17,500

B o4 z

12-16 g
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. Table 12-9. Network Option Costs in Thousands’of Dollawms -
."ra". o i o . " ' ¥ - A x
. T i . . b A _/1 )
= - - = .
B : - - : . : C -
. -Network: TLETS __ _ANumber of Regions: _2
. - .- Remarks: Austin - Midland I e, -y
R vi..’?._ - [ . - y . ’
. ~ L
P 4 s -~ v
- .7 One Time - '
' ‘ 3 y Installation - . .
. * Recurring Costs Costy Total -
I - Annual Total Eight = - Total Eight Year 7
. xt . No. Cost” Annual Year ‘Unit- -Pugpchase  Cost by /
\em "Reqd. Each = Cost  Cost ~ Cost . Cost Item g
Do e I . ,
- 'a
Lines, > - 4
Modems ~
. Service :
- _Terminals = - - _609 4,872 = 38 4,910
#_Terminals™ 564 1.260 711 5,700, 8.847 5,009 10,700 -
Regional™ . o ' Lo
Switchers 1 18 18 14y 350 350 Loy
Switcher , . = - < T .
Floor Space 1 4.8 4.8 38 * 30 30 68
Switcher ) ' -
Back Up: . \ - - : -
_Power - 1 6.0 6.0 48 20 20 58
Switcher _ : .- T C ' .
_Persopnel -1 Set - 128 128 S 1,024 . - -~ 1,024
Engineering . T 230 230
‘Subtotals 711,826 5,668 17,94
Total Eight Year Cost: 17,500
b oL _,
) ) T . :
. LT - e T
S 12-17398 -

3’;

af
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_ 3 N  <:LTab1é¥1é—16. _Network Option Costs in Thousands of Dollars -
N o < RSN , . ' .

Cu o > 2
LT ‘ = e . wA . }
Network: "~ TLETS. L C e - ' Number ‘of Regiens: _2_
P, < » B o N - 4 -~ .. .
Remarks® -Austin ="Amarikko~ _ R o
W ."..' a B . : - - ’ .
) r- . » . \ One Time * C{
z - _ S A N : o
I - s * | - Installation .
. - —Recurring Costs = _Costs Total
A i xs  JAnnual - Total. Eigh _ - Total Eight Year
. .. No.~ . Cost Annual Y . Unit- Purchase - Cost by
Item Reqd. Each Cost Vd:st Cost Cost Item
Lines,\ - ’ ; .
| Modems ‘> =
‘Service S . ’ - .®
Terminals - 0 - - 612 4,896 - - - 38 4,934
. _Termi . 561 1 .
" Regional o o . . -
/ _Switchers 1 =18 - 18 - 14y 350 350 Lol .
A Switcher ' ) : : : ‘ .
FIoor Space -1 4.8 4.8 - 38 30 30 68 -
Switcher . ' g : . : -
. Back Up R Co . /g
Power 1 6.0 6.0 48 20 « 20 68
Switcher . : ) _ '
Personnel 1 Set 128 128 1,024 - - 1.024
Engineering. oo - . B 230 . 230
| B — . ; . - — .
4 Subtotals - - /11,850 5,668 17,518
_ ‘ B T T ’
. ' Total Eight Year Cost: 17,500
ya - T ) o
) ) .
- ; r'3
. » ) . ; - ]
‘ e - -309 -
|3 R 12418
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- [/_ Table 12-11. Network Line Characteristics <
Networﬁc:‘ ILETS ~ o ' ~ Number of Regiens: _2 - S
Remarks: Austin Region - S . z
e . L 3 :
| SR ' o 4 Mean
L R S Line . Total  Response
S.lne First No. of Type Line - Mil eage Time - °
0. Node . Terminals ,(Baud) UOtilization (m:!.-‘_) - (sec)
. . . . . - . ¢ -
! '5 A i : ' . - 4
1 AZID 20 . 2400- °  0.611 154 - 4.6
2. AZF1 =17 ~ . 1200 . 0.157 313 . T I
.3 SXXA 20 © 1200 4. 0.177 . 352 - 8.2
4 SXQp ° 12 1200 0.035 - 240 - 3.6 .
5 SXRK 20 1200 ©  0.170 - 879 k.2
6 SXDP"° - .18 1200 0.112 356 3.9 -
T AZUE 7 1200 0.204 - 338 3.3
8 AZYT .20 - 1200 . 0.087 352 3.9-
| ﬁg .. AZUN 18 1200  .0.]01 304 3.9
. AZUS 12 1200 ; ofoo7 .. . 221 3.8
1 SXLP 10 1200/ - 0.643 = T3 8.7 -
g2 SXPR 19 1200 0.077 395 3.9
13 AZQN 4 1200 "0.023 46 3.4,
14 - AZAG . 13 1200 0.095 = 428 - 3.8
15, ° AZTE 7 7 1200 0.243 0 3.1
16 SXRC 15 .. 11200 0.228 = 841 4.3
17 NAEV 15 . 1200 0.037 ° 293 ¥ 3.7
.Network: ITLETS - .~ Y . : K ; Number of Regions: _.2
Remarks: Dallas Region =~ 7 \;\ - o e e T
T DTJ 1. 2400 . 0.472 S ¢ I 2.2
2 " DTL .18 : 1200 -~ 0.325 C 22 5.0
'3 DQHQ g~ 1200 0.110 . 69 3.8
4 - DQFT 19 1200 . 0.242 106 4.5
5 , DQHU 17 1200 - 0.135 . 231 4.1
6 ~_ DQSH 16 .. 1200 0.099 335 3.9
7 -5 DQIY _-. 20 - 1200 0. 105 363 . 4.0
8 = AZXJ 20 1200 © 0.156 316 i 4.1
9. - DQGY - 20 1200 . ' 0.129 - 336 4.1
- 10 - "DQJT 13 1200 0.082 172 3.7
“11 DQKT 16 - 1200 0.308 52 4.8
12 AZPW : 8 . 1200 0.020 272 3.5
13 DQGZ - 18 1200 . 0.125 . 622 -4.0.
14 AZLA 19 1200, 0.054% 567 . 3.8
15 AZPN. 16 1200 0.120 yoy 4.0
16 AZWL 18 7 1200 ©0.172 . 588 4.2 .
17 AZGA 14 1200 - 0.083 . 368 3.8 *
18  DTF 20 : 12000 . 0.116 378 4.0 .
19 AZBF 15 1200 . o.ouy . 517 3.7

éij:{}.ﬁ

12-19
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| :?\xgie least cost ¢onfiguration of these five is the network
shoun m F;Lg e 12-3 employing Austin, Dallas and San Antonio -as switcher

- locations, *(see Paragraph 12.4.2). . The Austin region consists of ten

<

- 1200’Baud llues and twe 2400 Baud llnes————— . -

°

-

* " considered ($639 000). The overall eight-year cost, however, is less by

) a -
B . . D
The Dallas reglon serv1ces 19 lines, 'all of which are 1200
Baud lines with.the exceptlon of one 4800 Baud line. The San -Antonio

- switcher has six .1200 Baud Iines and one 2400 Baud line. A single 4800

Baud line connects the Austin switch to Dallas and a-:single- 4800 Baud llne-’

also provides communication from Austin- o San Antonio. Table 12 12. - -
provides line topology details for this three region case. |

12.4.2 Cost
. Tables 12 13 through 12-17 show eight-year cost breakdowns for

the flve three region cases considered. The Austin-Dallas-San Antonio

case exhibits the highest annual line cost of any of the five alternatives

some $200,000 only*because required switching fac111t1es are already in
place. _ _ _ »

The remalnlng four cases indjcate virtually identical costs'
when totals are rounded off, although tﬁe Austin-Dallas-Houston configura-

tion exhibits the ‘lowest annual line- cost of all alternatives, ($597, 000).'

As in the two-region.-case, the location of sw1tchers in the
Western part of the state appear to be least favorable by slight margins
only. . ) N .

-

_12,4.3 ' Line Performance

Line performance characterlstlcs for the three reglon Austln-
Dallas-San Antonio configuration are shown in Table 12-18. Mean response
times vary from 2.2 seconds to a worst case of 5.0 seconds. ¥ Of the total
‘of 38 lines in the network, 22 have mean response tlmes of less than or
equal to 4.0 seconds. S _ _ .

k]

12.4.4 Network Avallablllty ' S - o | .

. P

‘ If the’ data base and sw1tcher upgrades called for . in Sectlon
12.1.2 are implemented, the\three region network will have an availability

of 0.973, which implies ‘an average daily system outage for any terminal

~_connected to the Dallas.or San Antonio switchers of 39. O,minutes,

o

+q
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F.igure 12-3. Three Region TLETS with Switchers in Austin, Dallas and San Antonio (1985)
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Table 12-12. Terminal Assignments
/" -
. .= _ . . Y o. . ] .
- NETWORK OPTION: TLFTS/A-D=SA . ‘ '_/‘_;///"\
NUMBER OF REGIONS: 3 ' ‘ -
T N - .  TERMINALS - .
- ~ LINE TOTAL o . ' *
REGION  NQw NO. 'STARTING » " REMAINING . )
1 £ ’ . : v
1 - 20 Tazto . . : i
: Lo e AZICrAZAVIAUB »AUH *AZAVFAZCSeAZFHIAZFW,AZFLoAZZHT
B . AZHNPAZIBrAZTY o AZFK ¢ AZYN2 AZSEr» AZUJ» AZUK y AZPE
2 17 “AZF1
] - Co AZFJo AD+SIAZFZoAZHCPAZLZ» AZA‘.AZFD.AZ!!.AZANOAZYP.
{ ) Lo AZFB.AZFEoAZAU.AZIU.AZIU!AZYG.
' ., 3 17 = AZUE
- . AZUD.AZBT.lZBU-AZDU'NlDE'AZJU'AZKU.N!CQ.NACR.AZFU.
: ' AZCU.NADFoﬂZEUoAZLUvAZUCONADUO
N _ 4 19 AZYI
N . e NAEOOAZBNnAZAE-AZAIvNAAIvAZUFoAZXH.AZYC.A?RZ.AZAJ-
. ' e ‘ Azza.AZUwoAzAz.NAoo-AZ!Z:AZFR.AZBX.NARZ. :
- . -5, 18 AZUN
. ’ e : NAEGvAZAS.AZUA.NABUOAZAO.AZFA.AZAH.AZLS.AZFF.AZKY.
. . L : AZJY s AZYL ¢ AZHU» AZGP s NAEP s AZIP»AZIE» .
: R © . NAAN »
PR R NAAPoNAAGoMACX.NABR-NAAOo ‘
. 7 .-,10 AZUS
- T C. lZUSoAZUX.AZNAoAZRK'AZUZoAZZC.AZGG.AZUR.NACV.
s 8 13 - AZJe
Jo L . ' NL NADJ.AZJEoNAAJ-AZMJvAZGEOAZBItAZJfoAZJI A?KJ-AZJDo,
et T T < o ' NABO»AZUB»
e IR 9 13 AZAG
. Lo o : - AZGA.AZAG.AZZJ.SXGF.AZZN.AZJA.AZJP.AZ!L NAEN.AZGG.
ST -~ AZJUCeAZIJe .
IR ERERE P ¥ ¢ 17 . AZTE
* o . ’ AZGI.AZAC-AZBC.AZXYoAZNSoAZtX’AZAB'lZTD A?nA.AzaJ.
- - o -AZUP» AZJL» AZGL.» AZTS ¢ AZGK FAZRI
s . e ET11 1B NAEV . 2
T . . : NAEH.NAAHoNACZ-SXQR'NAHH'SXGK'SXRFleCUoNADVvAZZRf
R ' ) : NADB.AZzwoAZZX NAEX e
i 2. S : ‘ ) . .
: 1. .17, BYTJ -, -
- B e e oTL - 'ooMJ.ooTR.DoTVoooeo.oeGD.oecs'DoRs.oeNA.DGCT.
Lo v ) o DGHL ¢+DGOHI» DGBT.DGRKvDQSUcneHZo
SRR o2 -3 oTL
o DQOT » DQHJ» _ : B - : "o
3 9 DGHGQ : ; - , :
DGIT»DAHN»DGHP :DGCF »DGHT #NGOC »DAHK ¢ DRCE, -
. 4 19 DGFT _ . I -
" DEET+DIIH+NADP,DQAD ¢ DGHR s NABH+DQBY o DOV I, L 3SLINDGROT
R oeHc.ooHs.ooHF.anYvoon-oeHs.doHv.NAac.
T, R s . 17 . DGHU '
T - - S . DQHX.DQGB:DGNB-DGBE-DQIYoNACL'DQCioNlBI.DGGS-DGKH.
' Lo L . - L . .NACI» DQLX.DGCA-NAHGODGLZ!NABF.
.6 16° "DQUH - .
o o . NAAH:NAAX.”GEN-DGDR AZGN'DGEF.NAEH.NADK'DﬂﬂvaGEF"
o . T : . NAAA+DOAC»DQEA»DGEJ?NACH,
¥ . . ¢ 5 _
1 .) .
? . : :3#“0
Lo

'
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_ . Table '12-12. Terminal Assignments (Continuation-z){
7 a1 oeuY © ' N :
. DONU» DK Y,» NAEG » NAAU P DOGX ¢+ NOLH ¢ DALY 1 DAEK , DAEC 1 NREWS
L o NABS»Q@6S»DGKH e NACT ' NAEZ ¢ NAAR »NAAS »DGEZ ) DONH + NADM,
8 20 . AZxJ
. . , Azon-AzXN.Azxx.AZAR-macv-AZAF,AZXG-Asz.Azxu-Azew.
. "AZXS-AZXR'AZXI'AZCN'AZXLeAZZP!&ZUG!AZUZrA?ZA'.
9 20 - peeY -
: 'DOEE »DAD2 + DGEK » DGED » DOEL » DADG ¢+ DGUT » NAEJ» DGET s NADR »
. , : oeox-NAoI-NADY-NAoT-NAosonAco-NACP-Nnex.Nnoo.
10 13y oaJT
" ‘ NAEEgwpez-oocu-ooaH-NAtTonzux-NACF.NACH.DQAY-NARP.

DGCY-DTG oﬂQNl'DQLT'OGHADDQHD'DGHT'DGHHpDGHB'DTC

’”\\\t " - AZPSsNABE» o :
j/ 1 16 " DGKT ’

. DGZY'NAEF'NAED'DQDHOO@DD' . - ] .
12 8 AZPW . o X
. ' o NAALDAZPXDNABB'AZPZ'NADQDAZZ!'AZZF' L . A
13 18 DRGZ i
' ; ‘NAAY-NAAZ-AZGL-AZLK-AZLL-AZLR-NABG-AZKH-A7PC-AZYE:’
Azxz-AZLo-NACB-AzuI'Awa;NAER-AZZL.
1a ©19 AZLA : ‘
- . T AZLB-AZHS-NAEC-AZTI'AZLCrAZKlrAZLDoNACGoRZKKtAZHRo 5
’ . ' o NAAv-AZriAsz.AZZK-AZUG-AZHX.AZLI.NAAE. .
15 16  AZPN .
' ) ] AZPPsAZPLPAZPI, AZIS!AZIH!AZGM!AZIFDAZII'AZIJ'AZIKs
. o oo Azrg’NAEY-AZPJ.AZPK-AZRH: - R
16 18 T AZWL ' <
. . .. NAOL!AZAM'AZHJplZHK'NAAT'AZHE!‘ZHF!NARYpNQCM'AZSPo
. S ﬂZHB AZ'ADAZSZ"Z'D'NAOCDAZSXDAZHC' L
17 14 AZGA *
S : 'AZGB-AZQC-NAAG-NABM'AZPE'NIEBrAZGFvN!HN.A?QE-AZan
Sl AZGD'AZPADAZKD' B, }
.. 18 20.  DTF. T ' ' -
: - - o DGGI'AZJRDAZJS'AZKK'AZKP'AZKR'AZJV'lZKGoDQGJ'DOGJ'
- : ' ‘ NADG-DGDY-NADH-NIBArAZKM-DGEH-AZKL-NAFS-A7KFo
RS 19 1% ' - AZBF :
s - . j-NAEY-AZLJ-AZKS.AZIX-AZJK.aZLe.AzLﬁonnrA.AzLN-dZIR._,_-
. R T NABV'AZIQDNAAB'AZJZ' .o )
- 3 . ,7 - EXd ’ o
S 1 10 SXLP - ’ !
‘ oL T e < .- ers-s -SXRJ,SXAY-Azzo-sxes.sxvn.sxve.sxow.
' L 2 18 ‘SXLE T e
DR ’ Sxae.NAAposxex»sxne-NABT-NACH.NAQK.nAaL.sxcc-NA FC?
S 7 T _sxoz-NAEx-SxRA.NAnA-sst.NAEL.NAen., NS o
- 3 20 - SxeP ‘
T s . Gt : ) NACA:SXKA'NABX'SXDP'SXGV'SXDJ!SXDK'SXDSpNACNonULv
o DR . SXDN» DI'NABJ'SXDF!SXQGpNABDrSXPR'AZanNACC'

) 20 . SXRK B

I .- SXR .ngd-NAcs.son.sxns-guen sxnx.sxnu.sxnp-qqu..

.. . SXYK-NAEU-SXRH-SXCO-SXHIrgXRR-SXRQ-NADZ-NAEl- .
5 - 1V \ SXBQ

el S - 'sxsp-sxnc-SxRo.NA:e-sxsn-nacs-sxsn-sxaR.NAAx.

o N 18 . SX6C '
S - - " sxax.san-sxeL.sxRT-sxns.ngF.Non.Nnnu.sxnr.NAAH’

Y : waT-NAouoson-SXIT:SXBH-NAAc-SXRz. ,
s : 7 4 SXSG ~ _ .
. NAAD-SXSN-SXKC- ' :
L2 M , . - . .o .
. - ' ' I : ‘ . — .
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T T Taple 12-13. Network Opbion Costs in Thousands of Dollars T
" Network: TLETS e . Number of Regions: .3 -
Remarks: Austin - Dallas - San Antonio . o S
.P . R . ‘ . .
One Time ~ . - .
B o Installation
_Recurring Costs Costs Total
. . Annual * Total Eight Total - Eight Year
. No. Cost Annual Year ~ Unit  Purchase - Cost by
Item Reqd. Each Cost  Cost Cost Cost Itém
- Ry -:‘-"'"Vﬂ'” ’ .
" Lines, : " . -
- Modems - o ; - ® .
Service ' § C : ' S
Terminals - - 639 = 5,112 - 40 5,152
- - Terminals 564 1.260 711 5,760 = 8.847 -~ 5,000 10,700
'Regional o ) R , : »
Switchers 2 18 36 288 __o* 0% 288
- Switcher = . o : o ‘ -
Floor Space 2 . 4.8 9.6 . 77 o® Q¥ 7T
Switcher B, o7 - ) - o
Back Up o : , S T
-_Power - 2 . 6 . 12 96 ___o* ___O% _° 96
.- .Switcher ~. L oo o g D .
_Personnel . 2 128 = 256 2,048 - - = _2,048 .
o ’/.-‘ Subtotals - ©-13,321 5,170 18,397
- ' Total Eight Year Cost:- 18,500
#Switches exist in Dallas and San Antonio )
| -~
- - ‘»
= - . "\ - _
~ 12-24 ols
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Network: ILETS ™ Number of Regions: _3
~ Remarks: A - D - H X : . -
B ' . One Time - P :
. L " ~ Installation S
S X —Recurring Costs = Costs ‘Total
, Annual Total  Eight . Total Eight Year
No.- Cost Annual Year - Unit . Purchase .Cost by
Item - Reqd. Each = Cost Cost Cost Cost, ~ Item
Lines, - g
Modems
Service . S ‘
_Terminals - - . 597 4,776 ~ - - 38 4.814
_Terminals Sék 1.260 711 _ 5,700 - 8.847 5,000 10,700
Regional . . . _ - R
_Switchers = 2 18 36 288 350 350% . 638
“Switcher ' . _ TN : _' U '
Floor Space 2 - 4.8 9.6 ¥~ 77 30 __30% 107
Switcher . . S P o
Back Up I T Lo -

. _Powep - - .~ 2 .0 = 12,0 -9 20 _ 20 : 116
_ Switcher ‘ o ' ' o . - 27
. _Personriel 2 Sets 128 - 256 2,048 - - - 2,048

"Engineering . o ' - 230 - 230
.. Subtotals - o T 12,985 o 5,668 18,653
. e . Total Eig?}g?[ear' Cost: 18,700

. B S ;
' *New facility required in Houston only o

.,mTab}eMJZ:JRa_mNetwdnkmOptionmCosts_in“Ihousands_oﬂ,Dollapsmmu-W:L,;A; S

J
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_ Ay L B | . . o
| L - o
v eee. ... Table. 12-15.__ Network Option Costs in Thousands of Dollars - . -
- Network: TILETS - N . Number  of Regions: _3_
° . Remarks: ‘Austin = Dallaa Midland . : . -
. : . . o One Time
- ' . - . Installation
Recurring Costs __Costs . Total"
Annual Total _ Eight Total Eight Year
No. Cost  Annual Year Unit ~ , Purchase Cost by
Item Reqd. Each Cost  Cost Cost Cost  Ttem -
- Lines, v
Modems e -
Service . < ‘ » S : -
Ternminals - - 604 4,832 - 38 4,870
Terminals 564 1,280 711 5,700 ~ 8,847 5,000 10,700
Regional . o N ¥ oL
Switchers 2 2 18 -~ 36 <« * 288 350 350 . 638
. Switcher j - N ' » ' o '
_Floor Space .- /A2 4.8 946 77~ 30 - 30% 107
Switcher - A - o . _ R,
.Back Up A _ . s ’ __— ' ) : '
_Power -~ 2 6.0 12.07 9% 20 20 116
' Switcher® . ' . S ' , _ :
Persoppel” - . 2 = 128~ 256 2,048 - - 2,048
Engineering - . = . o . . 230 . 230
. . \J\- ._ T e oL : - ) _ : Lo
‘Subtotals - : L .1?,‘0241 ' 5,668 - 18,709 °

Total Eight Year Cost: i8,7od'~-

K

ENew faciliiy required in Midland only
- _ A A
. ‘ - ) L»
7"9.»'? . 3 B )
- p ; T
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1
“able 12-16. Nétﬁork Optior Costs in Thousénds of Dollars

‘Network: ‘TLETS - A - - " Number of Regions: _3 .
_Remarks: Austin -’ Dallas - Amarillo - o o0 » o

T f . One Time |,
P - " Installation
Recunring Costs i Costs ~ . Total. |
-Annual Total . Eight - : Total Eight Year

: . No. . Cost "Annual Year . . Unit Purchase Cost by

. Itém .7 Reqd. - Each' = Cost Cost - Cost - Cost. ~ ~ Item.

‘Lines, | .. B - o .. ' .
MOdemS . . - P . ' - : et

- Service - n B . = T E X
Terminals - * - 607 4.856 - 38 4. 894 -
.Terminals 564. ° 1,260 -~ T11 5,700 8.847  5.000 10,700
Regional & o oL . SR
Switchers 2 ™= 18 36 . 288 350 . 350 638
Switcher o - i T . e
Floor Space = 2 4,8 ' 9,6 11 30 ~_30% 107
Switcher =~ B . ' S - '

.Back Up o S _ . . e »
Power ° : 2 6.0 - 12.0 .96 20 : %94; - 116
Switcher P - - - 7 AR |
Personnel 2 128 256 2.048 @ - T 2,048 -
Engineering = B oo 230 230

18,733

| . Subtotals- - . . -13,065 5,668 -
) i * ' LT '..> : ) - o N c . . . .

S L . Total Eight Year Cost: 18,700

#New facility required in Amarillo only .

. “
s
< - I
[ L ;‘ - ~
N B s -
-
¢
_ " ot .
- -~ N
3 . M ~
. . . N Lo R
. s N . e T - L - - '_. .
3¢ DA o N
. L i . _._.{-{??... ..
. A RS
.o R . . . N .
. .. . =
2. - R
Al e
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. Total Eight Year Cost: 18,700

- } 7 ) ] /- R 5\ B 3 N
*New ‘facility required in Lubbock only
:f
i
v .
. - 3 19
: - J

>

Table 12-17. Network Option Costs.in Thousands of Dollars
_WMWf??HM__MAMMHMM:MWW_wwwfwmwmiwiwmwmw_m‘“m_mmuéu_mm
Network: TILETIS : .. Number of Hegions: _3 °
-Remarks: Austin - Dallas - Lubboek s '
. . ~ One Time -
L Installation
) — Recurring Costs Costs Total
e, Annual Total - Eight Total Eight Year
- " No. Cost  Annual Year Unit  Purchase . Cost by
. Item Reqd. Each Cost. Cost Cost =~ Cost _ Item -
N - Lines, - 5 s
- Modems . ¢ . y (
. Service: B oL
- _Terminals - = 602 4,816 38 4.854
~Terminals 564 1,260 _711 5,700 8,847 -~ -5,000 10,700
Regional .- e ' , L | i o
Switchers 2 18 " 36 288 350 350. 638
Switcher -~ - B A - T :
- Floor Space 2 - 4.8 -9.6 17 30 30% 107
Switcher : S ‘ T
' Back Up C - : - . o .
- _Powep' " 2 6.0 12.0 96 .20 20 ‘116
' Switghing -~ .- . S - R - B
_Persénnel == 2 128 - -256 2,048 - - : =" 2,048 °
. Engineering . - . 7 ' e Tt TNEe T 230 s c230 - -
Subtotals 13,025 ‘ 5,668 .-18,693

LAY
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{1-..Tabléﬁlz;18‘ Network Line Characteristics

[ VU R P - g

Network: TLETS = . 3 7_ o : . Ayumber_qf.ﬂégions:i;ji_’

Remarks: n Re n I . . S ‘
L. s oo 7N Line - ... .Total  ‘Ré%ponse
- ‘Line | First .. No. of = Type . Line ~Mileage - | Time

No. . Node "' Terminals *(Baud) . Utilization - (mi) .  (sec)

. AZID 20 2uoo 0.611 154
AZFI - 17 - .1200 - 0.157 313
AZUF - .20 1200 - 0.220 . 373
AZYT 15 1200 0.067 = 269
" AZUN .. 18 1200 0.101 - 304 °
NAAN- ~ ~ 6. 1200 0.012 ° 111
AZBN .18 1200 0.141 372
AZID 20 2400 - 0611 154
. AZFI - 17 1200 - 0.157 . 313
AZBT 20 1200 ~ 0.186 = 437
11 - AZUN- 18 1260 S 0.101 - 304
12 NAAG 9 1200 0.021 165 .

. . . . .

WO~V £EWN o -

-
o

+ .

WEEEEEWWW & &= &
VMOWaNha 20345 ad

Network: TLETS S U . Number of Regions: 3
" . Remarks: 'Dallas Region = = S N

v DRI Vo .. . M4800 0 L. O0.872. ... 0
DIL °° 7187 UTI2000 L T0V325 v T 22k T
DQHQ” .9 . 1200 - o0:110 .. %, 69

‘DQFT_. 19 72000 0.242 .- 106 .. ..
DQBU -~ ° - 17 . 1200 =40.135 o 0231 T

" DQJH, 16 - T 120077 - 70.099° . 3357
, DQRJY 200 1200 - 0.705 - - 363 - -

' AZXJ . 20 . 1200 0.156* . 316 -
9 DQGY 20 - .~ 1200 . 0.129 .- 336 -

10 DQJT 13 - 1200 0.082 . - - 172°
“11- . .DQKT 16- - - 1200 - 0.308" - -~ - 52 .
12 AZPW . 8 - ". 1200 . = 0.020 . - 272 . .
13- -DQGZ . .18 =+ . 1200 ~  .0.,125. <622 . -

A4 .- AZLA - - .7 19 .. - 1200  D:05% . . 8567 = -
' 15. . AZPN - - .16.. . 1200 0,120 - - 424
16  AZWL - .. 18. 12000  ©70.172 . ° 588
17. ~ AZGA = 14 1200 . 0.083 . - 368 %
18 DIF ~ 20 1200 - 0.116 . 378 .
19 - AZBF 15, - 1200. - 0.044 . 517 .

Y
!
A
Al
<
-3

oOU EW N -

L] LR L[]
N

.
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Table 12-18. : Network Line Characteristics
i . (Continuation 1) :
_ Network: _TLETS : ‘ , ~ ' 'Number of Regions: _3
Remarks: §gn Antonio ‘Re gion SR :
e T T T T Mean
i _ - o - Line O - Total -Response -
_Line . First No. of " Type . Line Mileage Time
“ . No. . Node: Terminals = (Baud)  Utilization (mi) - {sec)
1 - SXLP 10 2400 S o.328 - 0 2.7 -
2 SXLE - 12 . 1200 - 0.037 L 220 - 3.5
3 SXQP * . 19 1200 0.095 - ' 319 _ * -3.8
L SXRK 19 1200 0.169 - “‘376--- 4
f.5 SXBQ . 10 1200 ' 0.090 . o 341_1 3.6
6 - .sxC . 18 1200.  0.172. . 310 4.1
7 “SXSQ T - 4 - 1200 ~ ; 0.015 82 3.3
12.5 . _OPTION 4 - SEPARATE TLETS AND NEW DATA NETWORKS
_12;5.1_ o Topology oo e | A

' Growth of new: data»types 1n Texas 1s—such that - communication. .
fac111t1es ‘for these data types should be 1mplemented in -two phases.-_An )

--initial network.to handle-traffic requirements through 1980 1s shown in-
-~F1gure 12-u - A complete network sufficxent to .handle’ predlcted new -

traffic volumes from 1981 through 1985 is shown in Figure 12-5. < Both -
networks are basically starred networks ‘to provide desired response times

- .- at terminals. .

Table 12-19'lists cities included in the network which
functions through 1980 and- Table 12-20 shows terminals to be added to make
up the final new data network which functions from 1981 through 1985.. The

' first network employs 14 terminals. In the second network . 18 locations
. are added :for a totali of ‘32. N BRI

PP N

12-30 . S
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Table 12-19. Separate New Data Terminals Tgrough 1980

3 - Code Name : Terminal Locatlon
= ~ ICRA B ICR Data Conversion, Austin
d TDCA® . TDC H.Q., Buntsville
‘- BPPA® - . - BPP H.Q., Austin
- TYCA TYC H.Q., Austin
TYCB ' ~ Gatesville TYC, Coryel
TYCC | ' .Gainesville TYC, Cooke - .
TYCD Giddings TYC, Lee S
- TXCE : " Brownwood TYC, Brown
. - TYCF : . Corsicana TYC, Navarro .
.. . TYCG : -Pyete TYC, Ward _
- .. .TYCH Waco TYC, McLennan

. ' 0% ' Crockétt TYC, Houston

%2 terminals, 1 each for CCH and OBSCIS
. . ~ LT ’ /

-

-~

Tab¥e 12-20. Separate New Data Terminals to Be Added to Those of -
Table 12. 19 to Make up 1981 Through 1985 Network

A_Cdde'Name o R .Tepminal_Location
o o ' 1 ; -
- ~CTAD -~ -. N E1 Paso Courts
T . TbCC ' © Eastham CCH, Fodice
TDCG Ramsey I CCH, Angleton
TDCI X o ‘Ramsey -II CCH, Angleton:
TDCK ) ; ) " Jester CCH, Stafford
" TDCO o Goree CCH, Huntsville
-, CcTaa . .. : -~ Dallas-Ft. Worth Courts
"~ CTAE . © . Austin Courts * - - _
25103 IR . El1lis CCH, Riverside -
~ TPCH Clemens CCH, Brazoria -
“TDCL -, . Retrieve CCH, Angleton
TDCP | < o Mt View CCH, Coryell -
CTAB L . - Bouston Courts . '
TDCE : o .Ferguson CCH, Weldon
~ TDCM " C o . Central CCH, -Stafford
CTaAC. =~ . - San Antonio Courts |
o oo TDCB - = T T Coffielcd CCH, Palestine
.. . .. ToCF . " Wynne CCH, BHuntsville
DR ' TDCJ . - Darrington CCH, Alvin

TDCN . ' Huntsville Diag. CCH

T3 g3pg
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12.5.2 Cost '
. A_Ebtalfeight-year;costsmforwthewseparatewnewmdata“network“ﬂ“~“”‘w—““
amount to $71,350,000 as shown in Table 12-21. Costs for lines, modems,
service terminals and network terminals are broken down for required
network phasing. It is assumed that the first network is built in 1978
and the second in 1981. As in previous costing, new terminals for the
network are purchased. . :

It is assumed that new data type files, with the exception of
CCH files, will be implemented at a new single computer facility in
"Austin. That is, functions of the. TDC, BPP, TYC, OBSCIS and SJIS will be
integrated on- a single computer. Required mean service times for this L
computer ‘are indicalted in Table 12-22. . : ' T '

‘ _ The cogting of this computer is not included in the cost .
- comparisons for Options 4 and 5. This does not invalidate the cost
comparisons carried out here, since the.codparative issue is network
~integration with TLETS lines versus separate new data network
construction. .In either. case, a separate compqyer facility from the
‘TICIC/LIDR and MVD facilities is called for.

- 12.5.3 Line Performance .
_ . Line performance charaétéristiés for the 1981 through 1985 ‘new

data network are shown in Table 12-22. . n° response. times vary between_
17.9 seconds and 17.7 seconds -for the. lihes. . These résponse times areéin:n
_keeping with: functional redluirements-for these data types. = . L

-~

12.5.4 = . Network Availability

L The network availability for the separate new data Hetwork is
calculated. at 0.974 which implies an average outage per day of 37.0
minutes.  This assumes similar performance as in the single region

© TLETS Network. — . - : S S L.
12.6 - . OPTION 5 - AN INTEGRATED, TLETS AND NEW DATA NETWORK

12.6-.1 - Topology
_ . " Integration of new data type terminals into the TLETS net-
work. involves a .two-step implementation procedure as new data terminals
are added to the network in. thé same manner that the separate new data
.~ network implementation is'carried out. The network consists of a single
- region TLETS network with new.data terminals added at appropriate points.
7 Table 12-23 lists terminals assigned to the 43 lines called for in the
integrated network of 1981-85. Six of the new.data terminals -remain
connected in a star configuration.and the remainder of the new data
~terminals are integrated into multidropped lines with law enforcement -
agencies. o S ' : : B
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Taple 12-21. Network Option Costs in Thousands of Dollars

Number of Regions: _1

Network: New Data . =
Remarks:  Separate New Data Network .
: - .
: : One Time
: - - - Installation
’ Recurring Costs Costs
Total Total . .\
. Annual _ Purchase  Eight //
Annual Cost Eight _ Cost . Year -
o No. Cost -To 1981- Year,_, Unit: ' Cost by
Item Reqd. Bach 1980 1985 Cost -Co8t 1978 1981 Item
Lines, Modems - - §1 121 758 - 1.8 2.6, . 762:4
Service ‘ S - I
Terminals - : . :
Terminals 14/32*% 1,260 18 40 254 8,847 124 159 % 537
. Regional - ' : ’ ' o '
Switchers -
Switcher -
Floor Space “ i
- Switcher
Back Up )
Power - 2 :
Switcher . ‘
Personnel :
Engineering ’ 40 10 50 °
Subtotals -, 1,012 165.8 171.6_ 1,349.4
o . Total Eight Year Cost: o \\15;350
- . - | - . \_

#18 additional

units [
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Table 12-22. Network Line Characteristics -
. Network: -New Data Type ' ‘ Number of Regions: _1_
Remarks s “Austin R al Center: B : Lo
: Line , Total - _ Mean . .
. Line First No. of . Type .Line . .Mileage Response Time .
-No. “Node Terminals (Bauyd) Utilization ' (mi) © (sec)
. -1  ICRA 21 2400 - 0.512 . 0o - 4.6 s
2 CTAA 1 4800 0.611 = 181 11,9
3 CTAB 1 . 4800 - 0.544 - A4T 11.3 .
T, 4 - CTAC 1 - . 2400 - 0.473 T3 13.7 -
. .5 CTAD " Y200 0.364 530 17.7 -
T .. 6 I“CIAE" B § 1200 ~  0.362 - o 7.7 -
‘. 7 . IDCA 1 2400 ~ 0.367 T 134 13.2 -
L .8 ° TDCB' 1 1200  .0.180 162 - §16.0 -
- "9 TpCC 1 - . 1200 0.180 154 ~ 716.0
10 -+ "TDCD _ 1 1200, . 0.163 - - 134 . 15.8
.11 - TDCE S 1200 0.150 -+ - 154" 15.6
12° TDCF- -+. 1 " 71200 -7 0.140. 134 - .15.5
y 13 ' TDCG - 1 - 1200 0.128 , 159. - 15.4 -
1% TDEH. = -1 1200 0.088 159 - 15.1
15  TDGI 1 1200 "7 0.077. . 159° - 15
. 16 “-TDCJ "1 1200 0.066 161 15.0
.~ 17 TDCK 1 - 1200 0.066 . 126 . 15.0.
” 18 TDCL - "1 . ~ 1200  0.060 159 14,9 - .
19  'IDCM - .. 1200 - 0.060 - 126 - 14,9
.20 TDCN 1 1200 . - 0.052 134 - 14.8
<= ~"21- TDCO" 1. 1200 - °  0.038 -~ 134 4.7
- 22 TDCP.. - 1 12000 . 0.027 8o ~14.6 _
Lo 23 - BPPA .1 . 2400 '0.382- © .0 .t 132,
24 - TYCA -4 . 1200 . 0.082 0 - 15.0 . o -
25  TYCB. 1 12000 . 0.059 - . - 80 14.9
- 26 . TYCC. 1 1200- - 7 0.027 233 . 14.6
‘27"~ TYCD 1. - 1200 0.027 - -4 4.6 .
28 ' TYCE 1 1200 °  0.082 - 124 . 15.0 .
29  TYCF 1 1200 - 0.01% - 145 4.5 »
'30. - TYCG 1 1200 0.014 ° 320 - 4.5 :
R B TYCH 1 . 1200 - 0.014 . . 95 - 14,5
. 32 TYCI 1 = 12000 . 0.014 154 14,5
. w... “
E i .
-
N 2
¢ 3.,_7
Lo s -
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"~ Network are $16,

: . tabulated .in Table 12=25.
-Line ‘configurations are such that- prioritization of law

»12,5.u-"
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12.6.2 Costs = - - .

Total. eight-year costs for the integrated TLETS New Data. Type N
Jheuphasing _for line ..

00,800 as shown in Table 12-24. ..
d addition of 18 new terminals in 1981 is indicated.

reconfiguration
. - . r_ ’ )
’ . ’ . A . o
Line Performance ' : . _‘> o7

ﬂine performance for the integrated TLETS New Data Type Network is

12.6. 3
"Response times vary- from 2.5 seconds to 8. 2

-seconds.
enﬁorcement message types is not required.' v
S

Network‘Availability . - oo

Assuming data base upgrades called for in Section 12.1.2

are implenented the availability.of ‘data. bases to any terminal on
- This availability implies an average network"

the network is’ 0. 97#
daily outage at any terminal on the network of 37.0 minutes.

4 PR

| COMPILATIbN OF‘COST AND PERFORMANCE-DATA - OPTIONS 1 THROUGH 5

12.7 « o

S | Taple 12-26 cdémpiles cost and performance data presented in

this- sectlon for each of the five STACOM/TEXAS Network options. e
- The next Section d1scusses these findings and also presents

results of additional network studies carried out in Texas.
ﬂ_ ,“ - - -

£
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" MUMBER OF (RFGIONSS
. h -

REGION
e

. D
" .FIETWORK OPTION:

LINE

NO,. - .HOQ
1 1
2 19
3 20
4 ‘20
s 19

-] 16
7 EY;

8 18
9 5

11 1
12 . 1
13 20
¢ >

pA:Y 20
15 1
16 18
17 13
18 13

TOTAL

Table 12-23.

STARTING
SXLP

SXKA
SXQP

- SXRK

SXDP

TQZUE

AZTE

. AZY1

© . NAANM
;CRA‘
. ctan
Serac

CTAE
TDCK

BPPA

TYCA

AZUS

azix”

SXFS,S

0
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T
@§§§4331~Assignqents

TLETS WITH MEW DATA TYPE .

)

TERMINALS

RE*AINING‘
-SXRJ.SXAY-A7ZDnSXQS-SXYA-SXYBoSXQH-

NABX.SXGV'SXDJ-SXDK'SXBQ'SXHPOSXRC-SXPU.NAFBOsxauo
NACSOSKSO'SXBR'NAQK'SXDS'NACN'SXDL'SXDNO

NACA.sch.sxsx.sxeu-sst.sxRT.sxac.sxvp.mnnx.unowi
SXAD »NADW»SXBI+sNAAHISXWT»SXIT»SXBWINAAC,SYRZ,

SxRLasxvd.NACE.sinArsst.qa@a.sxpx.sxon}sxRP,SxUL:
SXYK ¢ NAEUS'SXRW» SXCD ¢ SXHT » SXRR » SXRQINEDZ,NAEA,

[}

AZUN'NAEQ'TDCL'TDCI'TDCF'TDCG.ﬂZAh.AZFA.A?ﬂHiAZLS';
AZFF» BAGP.NAEF’.AZIPO ALIF»SXDF o SXDT»MNARY, .

AZUD.AZBT.AZBUDAZQ”'NADEOAZJU-AZKU-NACO.NBCR:AZFU;

'AZCU.HRDF:AZEU.AZLU'AZULb N

Aqu.AZAc.Ach.nzzv-Azns.AzAx.AzAs.Azrn.Aran.Asz.'
AZUP o+ AZJL»8ZQL P AZTS» AZGK »AZPTe

.NAEO.TUCVtGZAS.AZUAoNASU'AZKY-AZJY.AZYL.AZHU.MACE.

AZI2Z» AZID'NABP vTYCUH“AAf"'\JACX' AZFP.

NAAP.AZQNDNACCONAAO'

-

sxce.NAso.SXPR.sxse:szxc:NAAD.SXSM.stE.N~AF.srqx.ﬁ'”'

SXRB-QABT.NACH.NAQK'NABLOSXCCoMAFrrS!QZ.Na:Vnf

T AZICIAZAVSAUR »AUH 'AZAVOAZCQ.aZFH.AéCN.A7¢L:A?ZHi»'
'AZHN Azzs.AZTY.AzFKoAZYN AZSE!AZUJoA?UK-A7Pq' .

- -

- -

AZFI.ALFJ-A0+S.AZHc-nZL7-AZAH-AZFD A?IA.TDCJ-AZAN-'
AZYP s ALFS, 8ZFE, AZAUIAZIUS AZIUS AZYRS :

'ﬁZUSnA’NA.AZRK.AZUZ'ﬂZZCvAZ7AnTYCﬂoAZrN A?YLvT”CPn

AZZP» AZUQ:

v -

.TYCH.AZAF.@ZXQ.NACY:AZ!N.AZXKnDZXDnA7XH,A7CwoAZKS-
" AZXRPAZXT» ‘ )

.
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.+ . Table 12-23. Terminal Assignments (Continuatiom 1) ~ - i
-~ * g x -
19 . 14 AZSN S N -
L R o AZAEsAZAY »MAAL, AZAJ-ALZPvNAEXoNAEV.NﬂFN-A?UW.AZAZ(M
. ' LA NADOrNABZ r8ZBXs > o
: 20 , zuii, DOHT J EE
- T - S DGHP-ﬂQCF.DGHN'DGITvDGHQvﬁQHRoﬂGAﬁODUFTvDQFToDODTi
- T N DOHJ e DAIH I NADP s DAHW r DOHS » NOHY ¢ NARC » MRRH » DARY .
* 21 X 0 DT ‘ o ' - - S
22 16 oTL - - : . . ;
S oonu.o@TR.noTu.oeeo-noen-necs.oeas.onwA.oacr.ogHL,'
c .7 DOKHI»DUBT »NORK»DQASYUsDOHZ , : . _

23 . 16 DQJH ’ .

: ’DGIYvNACLvUGC'vDGdYvD@NUanNH'NADV!NﬂRI!DGGS.DQKH:
. - : ‘ NACI'nGEAvnQEJ'NACUvDG&Cv i R
29 .21 0GGY

. : . snoEs-nGoz-naKr.NAEC»NAAv.n@Gx-DQLu-onLv-noFR-oopF. )
L _ : “uoec-neew-nnss.onsqonexu-uACI-nAFz-MnAR.MaAs-p@EZ.’
25 & 12 DQJT
‘ DnBH-NACT-ﬂZUI'NACFanRDvDOHC-DGHE- QHF-D@EYvDGVI-
S .. DOSLe.-. _ a
26 . 19 DAKT ) : : B
- . © .. D®eCYsDTQ -oouw.o@LT-nouA-n@uo-oeur.oqun.onna-nTc ’ ,
T ‘ T .. DOZY FMNAEF, NAED-DQBZ-DGCanAEEvD@DH-DQnU- - : o
ot . 7. 10 NAAN - .
o © =7 NAAPv» DGEanGDR AzstnoEF-n@ow.Tncn-onrp.nnAA,,
28 2 CTAA
29 1 TDCA - .
S30______1% JIDCN- ' ' S
: - AzUF.AaxH.Azrc.aZRz-Azna.nnou-nnnw.maEH.TYCI-Tocaf__ o
- T SRR TDCC-NACJ-NACK- S e i _ CL T
31 20 . TDCO ' ' L ' R
SR o : ' ) ~-DOEKvnQEDvﬁQELvDGEIONAnwvnQOXvNADTvNAnY.MADT-N&DS{ T
T 3 ' L *'NACO-NACPvNAEI NAnD-oooo.nGUT-NAEJ-TDCF.ano. ‘ SR
Ao T 32 17 U TYCF ST
' . - ’ DﬂHU-nOHX'DQGBvﬂGNFvPGREanLXvDQCApNRQG4TYCCvDQLZo“:ﬂ';;
: S e NABFvAéXJ'AZDA.DGCE-?GOC-nQHKr ' . S -7
.33 5 X AZJE »
co. : - L NAAJ-A&MJ-AZGE.AZBI-AzJF-AZJI.AZKJ.AZJn.unao.
34 . 1f- 0 AZPW ,
- : B NAAL-Acps.NABE,Azwz.ooAY.mnap-NACH.oonY-Doed-ooeJ. .
. L S NADGvNADHvAZPX-MAEP-AZPZvMADQv : -
S | 35 20 - AZIJ - )
T : R ’ AZIK-AZJP-AZJA.Azzu-sxrc-sxGR.NAEL.NGPM.SYPA-NADA.
: ] S . AZZJ-TYCvaZfQ'AZJCvnZJdvAZIN.HEi*?HZTE'NAENv'3
36 17 = A21S - : _
AZIWrsAZGMI AZTIFyAZIT P AZLInAZKSPA XoAZUKyAZLE P AZLF & .
o B S MA:A-A&LN-azzn.naav.nzro.nAaa. N . Lo
-y 17 AZPN .
".AZPP'AAPLvAZPI'AZGLvAALKvaZLLvAZLQ'NERGvA7KlvAZPC.
: . : AZYE.AZXZ.ﬁZLQvAZPJ'BZPK'AZRB' » o .
38 17 AZwL s
' ) NADL'ﬂlAMvAZHJvAZHKvHAAT'\ZVEvAZHFaNﬂﬂY'NACMvAZSPv
AZHBvAdHA'AZSZ.QZNnvAZHPvAZSXv_ i .

.+ 39 14 AZGA
.. "Azos.acgc,mnnq.unnv-Azoc.NABN.AZPr.NarH-A?nF-AZPD.
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gﬁ Table 12-23. Terminal Assignments (Contlnuatlon 2)
.“ -’ ., ‘:_- ,-
S AZADsALPAPAZKDs T st .o N
D, %0 20 [ AZAG ‘ SRR S -
ST N AZQA.ALAG.AZPF.NACT mrac;zmnnnrmazmncrt.A"wI-Azww-
e : S . NnER-AAZL-Azuz.AZJOouAnJ-CTAD-AZJP-nzzx.A??F-,
41 15 . DTF .~ :
‘ L DGGInALJR.AZJS-AZKKvAZKPtA?KR-BZJH-DZKQ-NAPA.AZKN-.
. ' o : DGEHoALKLnNAESoAZKFt .
427 . 16 . MARM - s S
- o -Azes.azua,uncv.uAcz-qxnp.mpr-sxs pSXOF.NqCUKSYBEh
, _ T NADVtAdZR'NADB.AZZHoAZZXo E _ B - Coe
3 20 .- TYCE ; SR
S S :.AZLA-AZLR-AZ7I-AZLC-AAKA-AZLD-NAcr.Asz.A7wq.NAAv.-
A R AZWN'A‘HP'AZWOOAZU"AZLI!FIAAE' AZZKJ A?"’S'NA,FCD B
- a i - ﬁg;':‘i\
- ) - - ) . - o ° ‘.._ _‘ ‘ - - )
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A*:Table 12—2&(_ Network Optlon Costs 1n Thousands of Dollars >

'/’L.

‘Network . . TLETS Network with New Data Number of Regioms . __1

- -Remarks A Single-Integrated Network

B SR

. . One Time
- Installation
Recurrlng CostS' - - Costs -

"I

e .7'.-' -+ “Total L o .. Total
T ] " Amnwal Total 'Eight
o Annual _ _Cost Eight - - Purchase - Year .
; . No. Cost .To 1981- Year- _Unlt Cost ° ., Cost by -
Item . +Reqd. "Each 1980 1985 Cost .:Cost 1978-,1981 . Item -

. P . " . . . g L. L e

Llnes, Modems -~ = g<g§élsze:fﬁ3ﬂ?jf5}63¢f_"' .38 _2-Tfﬁ'5;0%01. ;7

" Service J___ . T - R s
.. B o e
Ter'm:mals~ T e o A o e o

Termlnals"g 578/ 1. 260 729 751 +"5,942 8.84T: 5,100 J59% 1 11,2017 -

o Regionallh_  T. ;i'-{" :',f B SR _ 4',‘ | .
Switchers = 1. . . - e T PR o

" Floor Space. . ' NN . .
Switoher R _ _
NPower om0 o o T

Swifoher‘ 1,.1” » o 4 | "__;;'f_ . : . L .

Personnel : )
Enéineéfiog~- '*11‘ B ’
 Subtotals - - . -, ... - 10,972 - 75,138 161 16,271
. Total Eight Year Cost .. . .- -- - . ST 16,300
© . w1§ additiomal Units - - el |

- P : Z -j.

300 .‘ - N -
12-41 T 2<
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" Table 12-25. Network L%pe'CharacteriStiésJ R .

> . - T 13
» .

— -

' Network =~ TLETS with New Data Type . - ‘Number of Regions _ 1
Remarks =~ Austin as Regional Center -~ =~~~ .~ . S

-

o . .Y isAes Y Total - - Mean. .
Line . First: -No..of -  Type ¢ Line’ . Mileage - Response Time
No.- Node. Terminals‘,(Baud)  Utilization = (mi) ~ (sec)

. CTAB - . -1 . '2400. . [ 0.595--- - 187 ..
~CTAC -~ "1 [ = 2400 . :0.486 T S
. CTAE . 20 - 1200 - 0.437 374 -
ITDCK - © 20 ~ 2400 2 0.638 - 156 -
BPPA. S 2400 --. - 0.390 - Y
TYCA. ~ 19 ©1200- 7T 0.305°  ° ; 313
AZUS 13 1200 - < 0.168 =~ | 143
AZUX - . 13 © 1200 -, . 0.153 L1760
AZBN. - 14 - - 1200,'. .'0.063 . ' 255 :
DQHT 20 - 7 1200 _ .0.308 * . 207 . .
. DTJ .1, . .4800 . - 0.472 - 1841 .. .
"Dpesu. ¢ 16 . 1200 < -0.296 . 181
'DQJH' 16 1200 - 0.090 - .. 394
DQGY - .19 - 1200 . - 0.136 451
- DQJT - 12 - 1200 © - 0.122 ' ‘254
- DQKT - .19 . . 1200 = -0.316° . . 213
NAAW - 10 - - 1200° - 0.250° 278 g
CTAA 1. - . 4800 - 0.668 - - 181- ..
“TDCA’ 1 . 2400 . 0.375 - ° 138 .
. TDCN 1y 1200 0.427 .. 279
. TDCO 20°. . 1200 - 0.421° - . 473 =
. TYCF 17 1200 .- 0.161 -~ 369- .
©- AZJE-- - .10 . 1200 .. 0.185 - ' .s549
CAZPW. . 17. .. 1200 . - 0.065 - 356
AZIJ>-. 20 .- ©"1200. - 0.136 T 698
CAZIS . .17 1200 . 70.082 . 523 -
AZPN . 17 © " : 1200 ¢ - 0.129. . 550

Y

, 1. Swp..© 10 1200 - '0.637 73 8.2
.o .2 SXXAT - 19 T ooof200 0 0.a4y T ue9 . 4.7
. 3 SXQP' ... 20 . .1200 .- "0.179 . - 356" : 4.8
> 4 SXRK - - . 19. . 1200 - 0.167 433 . y,
.5 .SY¥P .. 19 - . 1200.:° - 0.431. 269 . 6.
6 AZUE - .16 . . .-1200 . ".0.201 . " . .320 * - 4,
i 70 CAZTE'. © .17 .0 01200 .0 o0.2M1i7. T 0. . 4. .
8. AZYT - 18 .7 1200 . 0.180 .. . 352 .. -y, -
9" NAAN. ... 5. . 1200, = - 0.020- > ' 59 - 3. .
10 ICRA . 1. . -2400 - 0.524 . L0 - 3.
3

1
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g Table 12-25..

~
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Netwoz'k Line Charaeteristics
R _ (Continuation 1)

. Nétwork '
Remarks

.{: - wi,->.‘:‘--. o ;_;\.1~

L e "'Numbér;Of--Regighsv-

First
Node .

‘Line
R NO- -

- No. of
. Teminals-

Total Mean
- Mileage R_esponse Time '
(mi) (sec)

. Line L o
Type . Line ' |
(Baud) Utilization

38 AzWL - _ 18 1200 0. 170 661 -7 8
39 AZGA 1 1200, * 0.082 - 386 4.3
. B0 . AZAG - 20 . . 1200 - 0.457 1078 6.5
.81 DIF 15 1200 0.080 446 4.3 -
42  NAAM - 16 1200 0.051 31T 4.2
- 43 TYCE . 20~ 1200 0.135 623 . 4.6
| Table 12—26. Ccmpilation of Cost and Perf‘onnance Data
) for Texas Options 1 Through 5 - :
. Option . 1 2 3 oy 5
- : . se: v % .. sSeparate TLETS
e L1 .2 0 3= . TLETS,. . plus |
Network . . Region Region Region New Data New Data
aramet 'r- i

2. .Eight Year

e Recurring Coét :

. ($K) .
3 Response T:Lme
. (sec)

y 'Availabiiity =

-"‘lf‘y._'ZOne Time. Cost ($K)

5.2 . 2 5.6 j_-‘S.é
3.,  11.6 1120~

1046 -

5.0/
15.0%
0.979

50
0973

6.7

.45.0 .
0.979

5.‘0.
go.973

' 0,979

’_'15.0. on aeparate New Data Network

- 12=43

33¢ .

—1
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'”J SECTION 13

STACOM/TEXAS NETWORK COMPARISONS

Lo ~ This section provides a comparative overview of the five
STACOM/TEXAS Network Options'and also presents results: of three additional
-~ studies. One additional study assesses the impact-on network costs' of . .
reducing response time at terminals to less than the 9 seconds called
for in the STACOM/TEXAS Functional Requirements. A second study deals
with impacts ‘on the TLETS network due to inclusion of classified fingerprint
"data. ' The third additional study investigates the potential for. line :
savings if network multidropping is carried out without the restriction
of serving C.0.G. agenCies on . separate 1ines. :

-

131 coﬁPARISON‘op THE THREE TLETS OPTIONS .

' : Each of the three TLETS options, Options 1 through 3 involv1ng
the use of 0 to 2'regional switchers, in addition.to the existing Austin
Switcher, have been designed to meet or exceed STACOM/TEXAS Functional

" _ Requirements. - The principal issue of comparison between networks thuS'"

becomes cost. Costs" ‘Presented here, and in. the preVious Section 12, are.
“based upon total eight-year installation and recurring costs for the year
1978 through 1985 as developed in Section 9. o : N :
S Figure 13 1 presents total eight-year costs for- Options 1, 2
., The. single region TLETS network is the least expenSive.' The best
two region case with sw1tchers in Austin and Dallas, and the best: three
region case with switchers in Austin, Dallas and San Antonio follow with

increasing total costs. Uff S

o The ‘network’ with the least recurring line costs is the
..three region Austin, Dallas, ‘Houston: -configuration (see ‘Section 12).
The network with the greatest recurring line cost is found in the three
‘region Austin, Dallas, San ‘Antonio case. However, the latter. case

- exhibits lowest overall costs for three regions, since the eight-year
. difference in, line codts does not Justify the movement of switchers.;;‘

In any case, the single region network is the least cost *,.lf”"
network ' These results show’ that 1line savings due to the use" of regional
switchers located throughout the state do not offset the additional :

' costs incurred for regional switcher hardware, sites, personnel interregion

-lines and increased engineering costs encountered in a more complex
network. . . . S . - S L e :

.A’l

s fSince all networks meet fUnctional requirements, the conclusion

.18 ‘that: the STACCM/ TEXAS single region network is'the most: cost-effective ‘

ption of the first three options.

-13-1
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13.2 -+ SEPARATE VS INTEGRATED TLETS/NEH DATA NETWORK(S)
. S e

. Hhether integrated with the TLETS Network or not the
estimated growth of new data types from the present until 1985 calls for
the .implementation of - 14 - terminals through 1980 and the addition of 18 . r\
‘more ferminals in 1981, for a total of 32 operational terminals from 1981 ~ . - /'
through 1985, ;- This: :means that in either case there is an additional one~ =
time installation cost incurred in  1981. RO , Ce

Hhen 1nsta11ation and- recurring costs ‘are totaled over an.
eight-year. period for- the /separate and. integrated configuration the '
costs are as shown in Figure 13-2. _ ,

I

: If the - TLETS and New Data networks were to be implemented as.
two separate networks the total- eight-year comparative cost 'is - .
$17 150,000, or approximately 17.2 million as shown. If network lines are
integrated in accordance with Option 5, the total cost is $16 300,000 The .
‘ eight year estimated difference is $850 000. S - :

2

S - The monetary benefits of integration over an eight-year period
., are significant enough to come under considération ‘in the management deci- |
. sion to implement Options 4 or-5. e Do S -

Mean response time requirements are met in- the . integrated

;networ‘ without a need for méssage prioritization."
3.3 NE'monx’cos"r se’nsr’rmrrx' 'r‘o”-REsp'ohsE TIME
The effect of reduc1ng network response- time on annual
recurring costs for lines, modems and service terminals in the single
region TLETS case, (Option 1), was investigated. Network: optimization
computer runs were-carried out at a number of points where the required
. response-time was.set ‘at less than 9 seconds._ The program then found
" the required netwqgks and- produced costs for each run. ‘

. Figure.13-3 shows the results of this, analysis, which was
carried out with the same- ‘mean service’ times for the Austin Switcher and -
, Data Base Computers -used in Option 1 runs to clarify. the effect on network '
 costs. - The figure shows: that for the STACOM/TEXAS single region ‘TLETS g
network there is virtually no cost penalty for specifying a response time -
"down to approximately 7,0 seconds.. Stating the case alternatively, a-w
~-network that meets a 9.0:second response time requirement also meets a 7.0
second requirement. o . I

: - A slight increase in cost begins to appear at 6.0 seconds due
- primarily to the reduction of the number of multidropped terminals on ‘some - -
vof e lines. This reduction is required -to meet the lower response time

goa SV o , EE ..

_ o A substantial increase in cost of about 10% is required to

S realize a reduction in response ‘time . from 6.0 to 5. 0 seconds. . Reductions
'in mean: response time requirements below 5 0 seconds begin to result in

rapidly increasing costs.

U"

e o

-
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“ANNUAL RECURRING COST FOR LINES, MODEMS
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7_ for 92% of the additional cost.v_-
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13.4. IMPACT OF F1 GERPRINT DATA ON LEADS/NETWORK

7131&.1- . Topology i

Predicted growth of fingerprint data types is contingent on
the development and use of- digltizer and classifying equipment located in
major Texas cities... The STACOM- Study implementation schedule calls for a
first dlgitizer/classifier to be located in the Dallas~Ft. Worth area -
in 1981 and ‘three more to be added to the system.in 1983 at-Houston, B
San Antonio. and El1 Paso. The 1ncorporatlon of ‘these facilities involvés

.a sllght‘m53§£1cation to the topology of the single region TLETS case,
(see sectlon 12. 2) The "TLETS Network with fingerprint data added ‘

- as. speclfied requ1res a total of 36 multidropped- lines. ' These: lines, -
and their principal characteristics, are summarlzed in Table 13-1. :

o. \'\13-4;g COStS ' : s _"_ : % . Lo ) _l ’ - i . -
RN | Total eigh -year costs for~a TLETS- Network whlch handles N
fingerprint data are broken down in’Table 13-2. - Costs for the TLETS

S?stem from 1978 to 1985 are ‘shown separa ly. In 1981, the incremental . .h

] 4f costs .for .the" first terminal in Dzllas- e shown. These costs are

incurred through 1985.f The three-year costs for the' addition of the final
three terminals in 1983 through 1985 are also listed. .

.~

and service terminals, (listed as LINES in Table 13-2), account" for about
8% of the eight<year cost 1ncrease over--the single region LEADS without

fingerprints ‘and the costs- for fingerprint processing equ1pment accounts
- N " : # L

- - Total eight—year costs are $16 537. Costs fbr lines modems,,

5 -

-

: .. As 1nd1cated in Table - 13-2 the \purchase cost_for a 31ngle SO
.flngerprint digitizer-classifier is- estimatéd at $200 Ood'per unit. Annual:Z
maintenance is assumed to run .at $12 000. ) ’

.‘_

@ : . . - . . - S
. . ~

13.4;3.- - .Performance . T S

-

The princlpal'performance question of 1nterest when.
con31der1ng the addition’ of messages with long average message lengths,
such as fingerprlnt data, to the TLETS Network 'is ‘the potential degrading

”_"effect ‘on resporise times for hlgher "prlority" type messages 1nvolv1ng

-

‘officer’ safety.' _ _ . ‘ . T T _\4_[_

* -

v . . LRI F—
.

’ . An analysis’of the mean and standard dev1ation of message
service times on the, TLETS Network with. fingenprint data added, iﬁdicates
that. mean -response time goals spécified in the STACOM/TEXAS Functlonal '

Requ1rements will be met satisfactorily without the necessity of message
‘ prioritization by the computer.- co . .

T,

This result .stems from two considerations., F_rst the
-classification of fingerprint data allows for’ snbstantial reductions in
- the actual. amount o f. data characters ‘transmitted  for “each’ ~'f‘;z.ngerpr:.nt '
(T852 characters) Second, while ‘this message length is still .

@ A '__..»‘ _ A 13?6 _. .

B
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| Table. 13-1. Network Line Characteristics S TE L
- AL : S . : : "
Network TLETS with Fipgerprint - . Number of Regions -1
.~ Remarks Aus/g-gn as Regional Center ‘ ; '
T " Line - ' . Total Mean
Line ~ First - No. .of Type Line . --Mileage Response Time
No. . Nod/e Terminals (Baud) Utildzation (mi)- - - (sec) . .
1~ SXLP . 10.° -~ 12007  .0.640 T3 - 9.0
2 . AZID 20 2400. 0.608 - 154 5.0
.3 AZFI 17 1200 - 0.156 313 = 4.y ~
4 SxXa 19 1200 0. ™4y 469 .y
5 - SXQP .19 -, _A200 . 0.069 34y 41
.6 ° SXRK 19 71200 - 0.168. 433 _ 4.5
_ T - AZUE 16 1200 .0.202 320 , 4.6
. 8  SXGC. 18 1200 0.121 350 ° 4.5
9 AZTE = 20 1200 0.247 70 . _-4.9
10 AZUN . 1 18- 1200 - 0.100 304 b2
11 FPAB. -1 2400 0.545 147 . 3.5.
12 FPAC 17 1200 0.528 . - 375 6.4
" 713 - AZUS 11 - -1200° -.0.083 143 - R I
14 AZUX 17 1200 . 0.114 396 - B2
_ 15 - AZBN - 14 = "1200-~  .0.064 255 ¢ 3.0 -
. 16. .- .DQHT - 20 < 1200° "~ 0.309 T 29T 5.2 ‘
- 17~ -DTJ - -~ 17 . 4800 0.549 181 . 2.7
- 18 “DQHU 10. - 1200 - 0.094, . 309 4.0.
19 - DQEK’ 17 1200 " 0.076 . To4nq 4.1
20 - AZXJ 16 1200 0.145 . 286 4.3
21 DQGY . 19 1200 0:136 451 &F 4.4
22 DQJT C 12 1200 0.123 - 254, . 4.2
“-7 .23 DQKT 19 1200 0.318 213 5.3
24 AZUF 19 1200 0.095 4u9 N .2
25  FPAA - 2400 0.626 . 181 3.9
.26 - AZPW 17 . 1200 0.065 . 356 - 4.1
2T . AZIJ 19 1200 . 0.124 . 698 4.3 -
.28  AZLA 19 1200 0.053 €23 C 4L
.29° AZIS 17 . 1200 0.083 523 4.1
30 ' AZPN . 17-}? 1200 0.136 - 550 4.3
31. AZWL - 18 1200 0,171 - - 661 4.5
32 AZGA 14 1200 0.083. 1386 R S
33 AZAG -9 - 1200 "0.437; 706 6.0 :
34 . DTF 15 1200 0.080 y46 2 B
35 AZBE 11 1200 . 0.025 . 489. 3.8
36 NAAM 16 1200, ° 0.051 3T "H.0
~L‘
o )
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.. Table .13=2." 'Cost. Summary by Year;fgr TLETS .Network w1th

Soe T "-Flngerprint Data in Thousands of Dollars. N
LY . ] -

e o Annual, Total Eight-Year - Total
e © Number -~ Cost . Annual Recurring Unit Purchase
Year(s) -  Item =  Required Each Cost Cost =~ .° Cost  Cost

- 19782 . Lines - < ~ -.. . - | 615  -14,928 . - . 37
1985 - TLETS - ' | , S o .
- -..Terminals . -564 . 1.260 711 _ 5,700  8.847 ' 5,000 .
- 3981-. - Linés®* . . - - G - N3.2 16 - b .22
1985 “Fingerprint® - - _ . -, Lo
77 Terminals - .t .. az° 42 . .60 *. " 200 300
. * | 4 ‘ - ] ' — - . ] l
. 1983-  Lines*’- -, - . -7 .5 . 15 - - 1
*1985_ - Fingerprimt* = - ' S W ; A
y Termlnals , 3 .12 36 108 - .200° - 600 @
LA IR 10,827. . 5,838 7
R T : .2
S Total Eight Year Cost - 16,665
. ' ] - i .
#Added Costs in Years Shown | i

comparatlvely long w1th respect to the normal TLETS message typesb the
occurrence of fingerprint messages - ‘on the network accounts for only
‘about 1% of the total traffic predlcted fOr-1985.

For these reasons, the. mean response t1me goal of less than,
or equal to 9 seconds is met for the network topology presented above.

by

138 LINE SERVICE"TO"COUNCIL OF'GOVERNMENTS

'fproviding .2y
that single
le Council of

: : In the present TLETS system, multldropped llne
'serv1ce to agencies throughout the state are- organlzed suc
multidrop lines service agen01es in Jurlsdlctlons of a 31
Governments (COG). ~ .

- A study was carrled out - to compare costs of the
TLETS network, (Optlon21), in which multldropped lines were not restricted

to servicing single C. 0.G. areas only, and costs for: 'a single region TLETS -

network in which multldropped llnes were:- organlzed to serv1ce slngle SN
COGs. : - . _ e . T e
- ’:‘ .: co. - s
- : 13-8 312

dingle reglon'.

sl
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The resulting COG-oriented network is shown in Figure 13-4.

Annual recurring 1line costs for this network “amount of .$617,900 as com-
“pared with $611 000 for the unrestricted multidropping Option 1 case.
- Since all other network costs are comparable, the difference of $6,000 A

" per annum over eight years amounts 'to $48,000. This difference is
not considered significant when ‘compared to overall network costs.:
The result is that significant cost savings are not-: to be- realized
in the abandonment of a COG oriented approach. _ -

-

'fPerformance characteristlcs for the network pictured in Figure 13 4
-are presented in Table 13-3. : -




Figure 13-1&,- TEETS Single Region COG Orientéé. Network
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';;Table'13s3.?'Ne§work Line Chéracteristieél_

i

o

Network ‘ r y ugtur "f . Number:of>Regionsf; 1
Remarks .~ as Re enter P ’ ‘

_ _ Lire - ° Total ‘Mean
-Line PFirst - No. of - Type ‘ Line . Mileage . Response Time
“No. - Node . Terminals (Baud) Utilization A(mi) . (see)

S i 1 2800 - 0.302 . - T3 .
AZZD 20 - 1200 »0.102 .~ 305_°
NaCA .8 ~ 1200 - ¢ 0.036 - 96
NAEG = 17 .7 1200 . . 0.095.- , 491
NAEO > - 13 ° 1200 . 0.059 - .261.
AZRI 17 - 1200 - . 0.283 = . -0
NAAP. 8 ¢ +1200_  0.025 - 128
NAEW' -5 . 1200 ..  0.011 - 107
AZUS - 17,0 . 4200 .- 0.119' 245
10 SxBP - 7. -120Q 0.052 247 .
11 SXBJ . ./¥ - - 12000 - 0.173 = = 358
. 12 ~Azac - 12 - 1200, -.-0.074 - .. 469 - -
. 13 - DQDR ~{' 18+  -11200 ‘v :0.083 . 506 - ---
- 14 " DQEKY. 20 7. 1200 -+ 0.104. - Lu8
o .15 .» NAA 8 . 1200 _"0.077.1j»u._264 o
7t~ 16, ZEABX. 0 f4 7 - 12000 . 0.067- . .22F .-
o ‘ -17 CAZXR. 0 157 . 12000 T ° O 15 S & 2h9
181 AUB 9 2400 . 0.495. 0 147 ~
- ' 19 AZHN - 20 - +7-1200 7.0, U1 196 . .. .~
20 . AZIB 18 . 1200 . 0.157 308 .
21 AZYC = 6 | . 1200 ... . 0.053 . 185
22 NAEQ 18 - 1200 0.098 - 317
., 23 - SXRL 18 - ° 1200 0.163 . - 399 .-
< 24 . NAEK" 2. - 1200 - =~ 0.048 323 "~
" -25 DQHT 28 1200 - 0:310  ~1-297. »
.2 by o 1 2400 o.472 . 181 -
. ... 27 DQsu 16 1200 . 0.296 . 81 , . =~
e 0 % 28 AZDA- Jo . T200 G:061 - 280
77 % .29 DQJT_ 18 “  .1200 - 0.243 261
. 30 DTQ 20 ., . 1200 - 0.266 = 298
31 AZJS 15" 1200, 0.081 , 453
: ..7'32 NAET .- -6 . 1200, 02017 - - 365 o
= . . % 7 33 AZWJ - 20 ,~1200 - o.104 789 -~
= .. - ..3% NADL .12 ., 1200 ° 0.098 @ 579 - -
co,.: 0 .36, AzZIW -5 100 . 0.024 - HAy
Tt 37 AzZIT - - 20 , -12Q0 . .0.130 .- - 561- S
- 38 " AZDU . 1127 1200\ '0.156 - .-»270 -
. 39 "TAZLL 18 -~ 1200 > ° 0.138 - - 617,

\
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. . Table 13-~3. Networ"i& Line Charac:_ter:istics
. R L LT (Continuation 1)
o Nétwo_rk J  11§1:§ Qndér CQoG VS-t:' uc{tur;e ; ' Numbef- of‘ Regions
Remarks Aust 3 _Regional Center s o
) ~ . Line =, - _ Total - . Mean
Line First No..of = Type - Line Mileage Response Time
No.: Node . Terminals .(Baud) Utilization (mi) - ..  (sec)
.40 AZKS _ =6 - 1200  ©0.017 - 388 3.4
41 SXRD = 5 - 1200 0..047 307 3.5
-42- DQEE - 8 - 1200 . . 0.060 -+ 304 3.6 ~
43  AZPW 18 . 1200 © 0.050 . 462 3.8
48 NAAL - 14 1200 - 0.082 355 3.8
45  NRAV - 10 1200 - 0:187 . 549 4.1
TN ) T - B
= T~ L .
\ " , -+
2 - S s f .
Ly




..

3-1
.3‘2
33

3-4

el

SECTION 14

.. Y- . _ :
grimg in the United §tates - Uniform Crime Repgrts, U S. Gpvernmént

Printing Office, Washington, D. C., 1974.

’Ngglgngl Qr;m;nal Jus;ice Telecommggicagion§ Rggu;rgmentg, JPL

o Report 1200-133, Rev._A June 28 197&.

8

-

Joseph P. Martino cal Fore astin; fbr'Decisiohﬁakin

'American Elsevier Publishing Company, Inc., New York 1972.

~N. R. Draper and H. Smith, A lied Re ression Anal sis, John - Hiley
& Sons, Inc., New York, 1966. ‘ . o

REFERENCES - S | o

< - . . ~
- - .
-~ S~
~ -~
Al
. . ‘-
. . [
- ~ .
) . .
- -
N
'\\ - '.
~ &
- - s
¢ - .
) - -
:i -
- { i .
3 .
%
- PR
- : b T )
LN i N '
> S -
- . .. . ’.', L
- . i
.. - "A
- R
- N .
»
— o - -
v - .
N -
A
- [
Y b3 ~ ¢ X .
>
- - B
>

7}
¢
» .
n



77-53, Vol. III

' SECTION 15
BIBLIOGRAPHY

1. n Anals of Automated and Semi-Automated Systems for Encoding and

' Searching Latent Fingerprints, Technical Memorandum No. 9, Project -
SEARCH Sacramento - Calif., March 1974. : '

2._' Ammumz;_qf_m_s_,mgigal_com_cﬂ Texas Judicial Council,

Austin Texas ’ Annual.

3. 5; ggi cal Com gg; Egggrams, University of California Press,

) Berkeley and Los Angeles, Calif., 1975.

f‘ju. ‘ Bright ‘James R. and Schoeman, Milton E. F., A Guide to Ergctical
s Technological Forecas;ing Prentice Hall, Inc., Englewood Cliffs,

New Jersey.

5., . Crime in the United States - Uniform Crime Reports, FBI, U.S.

'Government Printing Office, Washington, D.C., Annual.

6. . Criminal Justice Models: An Overview, NILEC_J, LEAA, U.S. Dept. of .
' Justice;” Washington, D. C., April 1976. ' o

.
—

. 7, Directory of Automated Criminal Qustice Igformation Systems, U S.

Dept. of Justice - Law %nforcement Assistance Administration, Dec.-
1972- " : - : . :

8. L: Draper, N. R., and Smith Hl, Agplied Regression Analxsis John
Wiley & Sons, - Inc., New York 1966.

9. - Felkenes,. ‘George T. and Hhisenand Paul M., Eoiice Eatrgl Qpera- '
_ tions, McCutchan Publishing Corporation Berkeley, Califﬁ, 1972. ‘g

10. - Martino, Joseph P., Ieghnological Forecastinc for Decisidnmaking
American Elsevier Publishing Company, Inc., New York 1972. '

| _;1i;_ National Qriminal sttice Te lecommunications Requirements, JPL . ',
v Report 1200-138, Rev A., June 28, 1974. ; T ;g;t

-

" 42.. OBSCIS: The QB§QI§ Exnez;gnce, Technical Report No. 16, SEARCH- e
g Group, Inc., Sacramento, Calif., Nov. 1976 A g'j -

13, QBSQI§, '} lggg ], The OB §§1§ Approach, Technical Repgrt No. 10,- .

e » SEARCH Group} Inc.,. Sacramento, Calif., May 1975.A Ch .

7‘14-’ ‘Qhio Courts Summary, Ohio Administrative Director of Courts,'
- 'Columbus Ohio; Annual. : : . o

15. f‘ ‘ atent Finger ”"5 ent fi ation stems, Technical

- t - - - . .
BN ® 7 ~ e, & . . - .

N - - 3 e ) _ 4_ e R ) - R ] -

o151,




16. SJIS: Final Report (Phase I), Technical.Report No. 12, SEARCH

77-53, Vol. III

s

' Group, Inc., Sacramento, Calif., June 1915

.

7. SJIS: Final Repor ; (Phase II), Technical Report No. 17, SEARCH

Group, Inc., Sacramento, Calif., Sept. 1976.
18. Standards for Security and Privacy of Criminal‘Justice Informatlbn;
’ Technical Report No. 13,_SEARCH Group, Inc., Sacramento Callf.,
" Oc®. 1975. . . S

-19. u4§;_§§a§1§zgggl_59;m;a£&§ u.s. Government Printing Offlce,,“.

Washlngton, D.C., Annual.

'_ 20. . Esau, L. _and Williams, K., "On Teleproce331ng System Design:

Part II-A, Method for Approx1mat1ng the Optimal Network " IpM
§z§§§ Jou gga Vol, 5 No. 3, 1966. '

21. ’Barlow, R. and - Proschan, F., Statistioal Theory .of Reéliabilit

. and Life Testing Egggggglltx Modgls, Holt Rinehart and Wlnston,
Inc., 1975. .

e



 77-53, Vol. III r -

'APPENDIX A

. sracom PROJECT = ST
.~ STATE LEVEL QUESTIONNAIRE T - .

~

o 1) _ ' " ‘Please provide cne di:agram showing principal ccmponents used
' in information interchange between all criminal" Justice user

o _ _ h a.gencies. Principal ccmponents are defined as:
| A I L " pata ‘Bases S | L . o
o - .® Switchers'/‘Concentr'aﬁcrs- o ’ o
X 'Data. ‘Base and Switcher
’— .-'Terminal(s)

S Line

-

! Please include line- sizes “in bands, ' For. example: -

o R ’_Cc"lfy 5Q Ccity courts . :
' o ——e Ccity P.D. -

}:::]nczc '

ovilte

eFville

Cville &~

-

Dville

¢

- Please ‘indicate system upgrades that have. occurred since January 1971 and

-indicate ‘when they have occurred.
~ that are planned for the future. .Make separate diagrams ir necessary. -

- <.

Also, please: indicate- system upgrades’’
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2) - Please provide the information requested below- regarding your

state criminal justice information System.
St g7 972 T 973 . 197H 1975 1976
Number- of Records S S e S .
.- v " in P N -
- File Type 1 .
" File Type -2 _
. . -
N ’ ) N
- : [
' File Type N ) ‘
o ;; 3) .~ - Please supply past traffic volume data covering the period. -
T . ©7 77 71971 to the present. "These traffic :statistiecs should be
’-'ﬁ' _ Y broken out by user agency and meSSage type.;'
Lot .. S, —— R . T ._L [ . ) e e s R e UL SO N
-~ “- -~ ’;) .
- () -—-..‘, '
. SIeWT
- A=2 s




a)

4b)

77-53, Vol. III
Please provide format deté.ils for all »ineéaage “types t’fa.né- .
mitted over your state criminal justice communicatdons system.:.

o - \‘ :
' _"_" . - “a ’
'.hf\l -—
Please provide average message.lengths by message type.
~ .‘ i -__1 _«-ff
.":;z;-l : "

Rt

Please provide an or'igin -and, destination matrix showing yearly

h _ message volumes from each user agency to each other user -

B —

agency 'in your state. . _ . \;;- - e

-~ . .
4 P

§ e

R
" .
. B -
: W
N T
': A/‘ . .
'.// o - -
Q

-

-
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: B ‘ R > ) : . P ..\'-
,6);~ P Are there 1nstances where a query into one data file will
e automatically generate queries into other data files?
- . If so please describe this process. v
o ¢ ’ )
s N | ' i
> D
7X' Please indicate any planned upgrade that would affect traffic
against current law enfbrcement files. Examples aref' o
_ a) 'Increase the number of records in file.
) b) = Reduce response times. S Co. LT
o c) Increase the number of law enforcement users. .
o ' R IR
- . ~ ' > ."‘?\J" e
) .:‘:;%?:
LA K
- ’ f\.:. - .
353
_,—/ A_u - PR N - —
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, biinographic exchange, firearm identification -and
spectral analysis ' S ]

‘- corrections agency data systems (fbr management

training, education and rehabilitatioggwhich includes
._f parole, probation, and corrections_de rtments)
- ' -criminal extradition and rendition system .
- hposecufors management'information 'system
- ' automated legal research ° |
- video applications (including training, courts and:
' __corrections)
,;'ghf"digitalmmugmshotwidentification-' B
- .:adigital fingerprint transmission B
o "-»goat registration file maintained by Parks and Wildlife
~.  Dep A S v

~

f.Include_in'tnis list others you,are.aiare of( S e

2R -

LN

-

In your answers to questions 2) and 3) you have supplied- us:

- with information concerning data base characteristics and
- message volumes for the: above 'new' data types already
... implemented on your state telecommunication system. For each

of these already implemented new data types:

1) Do you plan to increase the number of records contained

in the data files? If yes please discuss the,phasing of
this increase. :

- g

N . . . h T .._-- - ..:/ o

The fbllouing is a- list of ‘new’ data types -

- computerized eriminal histories - already in service .~Qr
el, o offender-based transacti"'mstatistics (adult'and

C. : juveniles) '- . - - s SN

- .- criminal court audit and agement»s}stems :

7;‘- criminal Justice planning information |
Qi--;T :crimina1 intelligence data o
| ;'_' crime. lab data including facsimile transmission,i
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' 2) gwill the number of users participating in”%he exchange
of thes® new data types increase? If yes, please
identify thf new users..

.

< 8b) - _hith respect’ to each of the 'new' data types~in the list above
' which you have not yet implemented.'

. 1) . sz implementation planned? If yes
t .12)». What is The time phasing? | e o I
e '3) - What agencies will use_it? . | '
" ﬁ)’,' Whicg facilities will maintain data bases ‘with this data
’ .type?

5) Is any state agency studying or testing the feasibility
of one of these data types?. If so, describe. P

-
o

.t - - . N . . .
. C s °

8¢) °~ - With respect to all of the above new data types, are you aware -

) ' of, or are you using, any new or recent commercial product or )
service which is specifically tailored .to acquire, process, or
display this data type. - An_example might be a 'special purpose

- fingerprint analysis and display terminal uhich sends and
receives .digitized fingerprint data. - - o

.-
o

> 9a) Please identify either federal or state privacy and security
' legislation that currently has an impact on the criminal
justice information system, with regard to such things as data“
'file update intervals, encryption requirements, personnel
identification at the terminals, dedicated vs. shared
-'systems, fingerprints supporting each file, etc. Please
~characterize these impacts. _ ‘

\ -
. . ) . N ' .

v . . ©o-
. 2 - . .

gb) Are you aware of planned privacy legislation that will impact
' criminal Jjustice information systems? If yes,, please
characterize these impacts.

- - i = . L] . * . L4 ’ l
10) ' Please identify administrative and legislative constraints to
system development. . . R .
= : - R _
. e 1) Regionalization'within your state. o LT 5;

ot S 2), ' Requirements to utilize eXisting state equipment.

7';;34};‘ - ; ._“. S ‘;A-6»' égfji;" S e

.
o«

b

2
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11)

- oA

" q2a)

. 12b)

-
v

a)

‘ .C).l
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-

3) Interrelationships between state criminal Justice = -
* . agencies which may impede development of an integrated
criminal justice telecommunication system. - R _ H
4)  Budget ,’Limitations o S g O ~7

Are there'other innovations or pianning activities in the
state that would aid us in predicting traffic-levels?
Examples are:

- Are’ you in contact with and aware of the local Bell

"System operating company's {or other common carrier's)

planning activities for your state? - If so, please .

describe._ B : L A
b)‘ | Are you in contact with the State Public Utilities*h

Commission and maintain currency with ‘their decisions on
_ state tariffs and-other related communication matteﬁs?
- If S0, pleése explaln the nature of your contacti’

.g‘ “‘\

:"Can you provide descrfptiVe material of the state's‘
: organizations dealing with telecommunications in .
. general, and criminal justice telecommunications in

particular? i _ _ . i
. R . ) (:;.'o

> )

Has a criminal Justice flow’ model been prepared that describes
the offender s progress through your state s criminal Jjustice

~system?

-

- Bas the information needed to perform functions in the above -

 Please provide information on the number of criminal Justice '

flow process been. identified? We are specifically interested
in ‘information that could be transmitted over the state
criminal Justice information system. . '

i

agencies in your state by agency type.

4 2
L

Agghcy'T?De " 2 Number (;\
Law Enforcement AN
Courts o
Cohreotions T S »‘ | I

> ~
: 2
" 5 ’

-4



0

-
~
v
+.

1}

T .

Y

SRS -’774'53‘,-"Vo1___.im'-;' T

- R . -

Please provide the fblloulng court sta%istlcs :» ’_1 '_)' .4“

1) ' Number of*eourts by type. o . v E,,,V?g3*53_5§i%v‘

-2)_ Fon éach’ court type.-f'!f R "";?f"ﬁf}iz;'

- L. - " . ) . - - - ‘»- R ./‘ . o o 4 “
. - Number of Yearlv Flllng,bv Case Tvoe SO

"a}".;?f"-c;se_ Type/Year' 1972 1973 19714 Cgrs

-
RN
) L]
£ - V- A

-Numbe;-'of "Disposition-s by "Césa. Tybé"

Lesser

.-—

"'v,"b) " Case Iype/Dispositlon é. €. Convictlon Acqulttal Charge

f
. “ - .
Fa) - - : R )
. ' .
- - ) - : . . .

P . RN ) i e
- -

3) . Are there factors in the, future that are»llkely to
'change these- statlstlcs° : . - , :

E ‘Tajv: Normal Growth‘ ' ‘_:» A e
") © Decrimidalization . .. -

- . e o

.. P e 2 T A o
e} :* Administrative- Changesl- - A

T'd) Ete. " '

, Lol et '
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